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Training datasets available from NOAA

Presenting Sergey Frolov
NOAA/PSL

Credit to datasets goes to many people at NOAA

Presented at: Nov 28, 2023



What makes for a good training dataset?

a very busy and FAST evolving landscape

- Fef_‘QWU - 5 NVIDIA - SFNO
Deepmind — China academia + 0.25° 6-hour

GraphCast Shanghai Met
0.25° 6-hour Bureau
0.25° 6-hour product

product

Extension of
FourCastNet to
Spherical
harmonics,
improved stability

Many variables

and pressure Improves on
levels with GraphCast for
comparable skill longer leadtimes
to IFS. (still deterministic)

Dec 2022 Apr 2023 Spherical harmonics
Extensive predictions  7-day+ scores improve
Jun 2023

Feb 2022 Jan 2023
Full medium-range NWP Global & Limited Area

ECMWF's Keisler - GraphNN Huawei — Microsoft — Alibaba —
Peter Dueben 1°, competitive PanguWeather ClimaX SwinRDM
and Peter Bauer with GFS 0.25° hourly 0.25° 6-hour
publish a paper NVIDIA — product Forecasting product
on using ERAS FourCastNet VRN [
at ~500km Fourier+ , 0.25° “More e il Sharp spatial
resolution to accurate various foatlres
predict future 0(10¢) faster & tracks” than resolutions,
z500. more energy the IFS. both globally

efficient than IFS and regionally

Chantry 2023

e ERAS has been exclusively used for all emulator training to date.

e What does it mean for the future of NOAA (and NCAR and DOE) models if we
don’'t have comparable training datasetse



e What makes a good fraining datasete
e History of reanalysis datasets at NOAA
e Recommended training datasets

e Future training datasets



What makes for a good training dataset?

Global observing system ECMWF model

e Homogenized data.
* High scientific quality of

Data assimilation d O TO .
l e Constrained by
observations.

19011910
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e Ease of access (ARCO).

Well-maintained reanalyses (and ensemble reforecasts) are well-
suited for training of DL models

ERA5 Schematic



Recommendation for the future U.S. suite of reanalysis

Sparse input
§ model type =_— - =— FuII.-input ERA5
2 atmosphere + land Regional
E‘ === OCean + ice — Carhon
© === hio-geo in atm., oce., land —— N
© === atm. composition + air quality Composition / AQ
= varies by application Research (e.g. ECCO)
aleo climate
L i € = * * o
= S ~1800 1900 1950s. 1970s 2000 2030 ]S BTN
S Record of Upper-air Satellite  Modern record develops
§ surface measurements starts record matures record matures (satellite+Argo+GPS)
° Climate

e Reanalysis is limited by historic data availability.
e Recent workshop recommended a suite of reanalysis o maximize data impact.
e ERAS s only a small part of the full suite of products.



Brief history of reanalysis datasets

Historic cost of atm. reanalysis

14
g |

6

ERA5
20CRv3
GEFS]
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ERA 40
ufsReplay

@ NOAA product

EaN

@ Non-NOAA product

— Moore’s law

log10(cpu speed increase)
N w

—
T

1995 2000 2005 2010 2015 2020 2025 2030
year

e QOver the last 3 decades, NOAA produced multiple reanalysis products.

e The latest three products (20CRv3, GEFSv12, UFS-replay) are recommended as ML training
datasets.

e However, it is essential for NOAA to invest into a modern native reanalysis (e.g. UFS-RT)



Brief history of NOAA reanalyses datasets

e NCEP/NCAR-RT (1995). One of the original reanalysis.
— Still running in production 30 years laterl!l
— Not recommended for use

e CFSRv2 (2010): First coupled reanalysis

— Still in production and operational
— Not recommended for ML training

e 20CRV3 (2017): 200 years of reanalysis with 80 members
— Best centennial reconstruction available.
— By design not as accurate as ERAS during modern period.
e GEFSv12 (2019): Designed for reforecast experiments
— Best used for ensemble reforecasts (training and evaluation).
 UFSReplay (2023): “replay” of the coupled UFS model to ECMWF reanalyses
— Recommended NOAA dataset for atmosphere, ocean, ice, and land ML training.



20CRv3: 200 years of reanalysis with surface pressure observations

Global Avg 2m Air Temperature Anomaly wrt 1981-2000
= 1 T I |
E e L L L L L L L L Ly P
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. . ear
Continuous reconstruction of weather:

— 80 ensemble members at 75km resolution

— Assimilated observations are limited to surface pressure measurements.
— 200 years of data.

— Available as file downloads.

Figure courtesy of Compo et.al



GEFSv12 reforecast

RPSS, Sfc Temp and Precip Tercile Probs
0.30 SRt At

1 4
6—10 day Sfc T, ]

Hamill 2004: At least 10-20 years of
reforecast data is needed to effectively post-
process forecasts of near surface quantities.

R
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 Target audience: developing post-processing tools for real-time forecasts
(configured similar to operational GEFSv12 but at a lower resolution).

e Fixed period of time (2000-20192) 80 members at 75 km resolution.
e 31 ensemble member forecast to 16 days 4x day, to 35 days 1x day.

e Available on AWS

10
Figure from Hamill 2004



UFS Replay

/ rep’a e Latest NOAA UFS model is replayed
’ \/\ (hudged) to existing reanalysis

(ERA5/ORASS5).

Reference analysis (ERA5/ORASS5)

First forecast

Increment from ERAS5

Replayed forecast forced by the increment

11



UFS Replay

/ repla Latest NOAA UFS model is replayed
’ \/\ (hudged) to existing reanalysis
(ERA5/ORASS5).
e Latest model:

— Atmosphere (FV3), latest

Reference analysis (ERA5/ORASS5)
First forecast

Increment from ERA5 atmospheric physics (HR1), MOMS,
Replayed forecast forced by the increment CICE6, NOAH-MP land, WWIII
WAaVves.
Nino3.4 Skill (October initialisations) ¢ PeriOd .
1.00 A
— 1994-present.
0.98 A
A ECCC CanCMdi — Output 3h on native model levels.
m ECCC GEM5-NEMO Sl i
® NCEP CFSv2 — o QU(]“Ty:
& NASA GEOS-525 $ . ] o
¢ GFDL-SPEAR £ 092 — Indication of significant
» UFS S . . .
AR - improvement over existing NOAA
# MMM (with UFS) models.
0.88 -
0.86 -
Existing system
0 1 2 3 4 5

Lead (Months) 12
Figure courtesy Newman



ARCO storage

o
£ [ archive of netcdf/grib2/bufr files (~1M files) * Tradifional files in fraditional storage:
£ — Great for on-disk access.
% % % % % — Terrible for internet access (e.g. ftp/S3).
2 - ‘ — Often can be behind a firewall or on tape.
JARR arch e ARCO- analysis ready cloud optimized
B arcnive:
e logically one file - E.Q. zarr on the cloud.
S e stored in small chunks that are easy to access — Very efficient access fo subsefs of dafa
Y — v e oo through cloud-optimized chunking.
é — — Oiriginally a Python-native package.
e Training-ready dataset:
— Specific to the configuration of the ML

experiment.

— Optimized for ingest into GPU/TPUs.

— Typically has to be optimized by individual
training teams.

Training input

e
S =
\\4\»\ \7/
Ny ’./’/
i
| i

(3) “GPU"-ready
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Availability of UFS replay data

 Native model output:

— AWS S3 (about 1 Pb).

— https://noaa-ufs-gefsv13replay-pds.s3.amazonaws.com/index.html
e ARCO representation for training of model emulators:

— Key dynamic and microphysics variables needed for training a model like
GraphCast.

— Atmosphere on gaussian grid and native model levels.
— Ocean and ice on native (tri-polar) model grid and levels.
— hittps.//console.cloud.google.com/storage/browser/noaa-ufs-gefsv13replay

e ARCO representation for data science:
— To be reformatted in Q1 2024 and stored on Azure.
— Commonly used 2D variables (2mT, precipitation, 10m wind, ....).
— Focused on coupled processes.

14


https://console.cloud.google.com/storage/browser/noaa-ufs-gefsv13replay
https://noaa-ufs-gefsv13replay-pds.s3.amazonaws.com/index.html

Other US-centric dataset

« Catalogue of NOAA data on AWS:
— https://registry.opendata.aws/collab/noaa/
e AMIP runs from NOAA GFDL.
e GFS/GEFS operational analysis and ensemble forecasts

e Convective allowing datasets over CONUS
— HRRR (3km) real-time products (back to 2014 with inconsistent versions).
— CONUS404 (NCAR/USGS): 40 years at 4 km downscaling of ERAS.

e NOAA-NASA observational archive for reanalysis (1979-near real time).

15


https://registry.opendata.aws/collab/noaa

NOAA-NASA observational dataset

e QObservational inputs to the
reanalysis.

 Covers a full range of observations
for: atmosphere, ocean, ice, and
land.

e Restricted data removed.

e QObservations stored in non-ARCO
files.

e Need a lot of curation and
documentation to be useful fo non-
specialists.

o Still been developed.

16




Possible future datasets

e Replay with nested model:

— NOAA is developing a nested configuration of UFS that will allow replay generation
with local refinement over CONUS (e.g. 13 or 3 km depending on configuration)

— Some production is possible in the next 1-2 years

 UFS R1 - native reanalysis with the NOAA UFS model and data assimilation
— In development (production is possible in 2-3 years from now).
— No computational resource is identified yet.
— Effort under resourced (about 2 of the Copernicus investment info ERA6).
— Prime opportunity for Al enhancements.

17



Concluding remarks

e NOAA has a wide variety of dataset for ML training:
— Less organized compared to the Copernicus datasets (e.g. ERAS).
— More modern access than Copernicus.
— Varied degrees of quality.

e Opportunities for improvements:
— Develop open ML ecosystem around existing NOAA data.

— NOAA has to develop in-house expertise in ML model development and training
using NOAA data to stay relevant,

e Essential need for NOAA-native reanalysis:

— Should be produced with ML learning in mind.

— Key link between NOAA science and any future implementation of Al emulators in
operations.

18
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Role of ML in the future reanalysis and NWP
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 To date, reanalysis development was constraint by Moore’s [aw.

e Combination of hardware, software, and science is accelerating ML development
significantly faster than the Moore’s law.

e Canreanalysis and data assimilation for NWP benefit from the acceleration in ML science? 20
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