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ABSTRACT

The Air Force Global Weather Central (AFGWC) Real-Time Nephanalysis (RTNEPH) is an automated
cloud model that produces a 48-km gridded analysis of cloud amount, cloud type, and cloud height. Its primary
input is imagery from polar-orbiting satellites,

Six main programs make up the RTNEPH. These are the satellite data mapper, the surface temperature
analysis and forecast model, the satellite data processor, the conventional data processor, the merge processor,
and the bogus processor. The satellite data mapper remaps incoming polar-orbiter imagery to a polar-stereographic
database. The surface temperature model produces an analysis and forecast of shelter and skin temperatures
for comparison to satellite-measured infrared (IR) brightness temperatures. The satellite data processor reads
in the new satellite data and produces a satellite-derived cloud analysis. The conventional data processor retrieves
and reformats cloud information from airport observations. The merge processor combines the satellite- and
conventional-derived cloud analyses into a final nephanalysis. Finally, the bogus processor allows forecasters to
manually correct the nephanalysis where appropriate.

The RTNEPH has been extensively redesigned, primarily to improve analyses of total and layered cloud
amounts generated from IR data. Recent enhancements include the use of regression equations to calculate
atmospheric water vapor attenuation, an improved definition of surface temperatures used to calculate cloud/
no-cloud thresholds for IR data, and the use of Special Sensor Microwave/Imager (SSM/1) data to further
improve the calculation of infrared cloud/no-cloud thresholds. Planned enhancements include the processing
of geostationary satellite data, more sophisticated processing of visible data, and a higher-resolution satellite
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database for the archiving and processing of multispectral satellite data.

1. Introduction

The Real-Time Nephanalysis (RTNEPH ) is a cloud
analysis model generated at the Air Force Global
Weather Central (AFGWC), Offutt Air Force Base,
Nebraska. Most of the data analyzed by the RTNEPH
comes from Defense Meteorological Satellite Program
(DMSP) satellites, though conventional cloud obser-
vations and some NOAA polar-orbiting satellite data
are used. The RTNEPH data are archived in a polar-
stereographic database storing total and layered cloud
amounts, cloud bases and tops, and cloud types at 48-
km (25-n mi) resolution true at 60°N and S latitude.
The RTNEPH became operational in August 1983,
replacing the 3-Dimensional Nephanalysis Model
(3DNEPH), which had been running since 1970.

The RTNEPH may be used in numerical weather
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prediction (NWP) applications, including analysis/
initialization of cloud or moisture fields, development
of cloud forecast parameterization schemes, and veri-
fication of cloud forecast fields. The RTNEPH and its
predecessor, the 3DNEPH, were created for one such
purpose, the initialization of trajectory-based cloud
forecast models run at AFGWC (Crum 1987). These
cloud forecasts are used for a variety of purposes, in-
cluding forecasts for aviation. Subsequently, the
RTNEPH is also used to verify these cloud forecasts.

In a more conventional data-assimilation system,
Norquist (1988) and Nehrkorn and Hoffman (1990)
demonstrated the use of RTNEPH /3DNEPH data to
improve moisture analyses. In such an application, the
RTNEPH cloud amounts are empirically converted,
layer by layer, to humidity estimates to provide hu-
midity observations to an analysis scheme. Thereby,
in regions with sparse conventional data, the RTNEPH
can help delineate areas of high relative humidity. This
can potentially improve the short-term latent heating
processes in numerical forecasts and help correct the
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“spinup” problem of precipitation deficits during the
first few hours of numerical integrations (Mohanty et
al. 1986; Lejenas 1979).

In medium-range weather forecasts, numerical
models are somewhat insensitive to initial moisture
conditions in the extratropics. However, longer-range
forecasts need accurate cloud parameterization
schemes to faithfully calculate the global distribution
of solar and longwave radiative fluxes. Two well-known
cloud schemes are the prognostic scheme of Sundqvist
et al. (1989) and the diagnostic scheme of Slingo
(1987). Slingo showed that unduly simple parameter-
izations of clouds can lead to a weakening of the ex-
tratropical circulation in medium-range forecasts, par-
ticularly at the synoptic scale. Mitchell and Hahn
(1989) demonstrated how, for any given numerical
model, the RTNEPH can be used to tune humidity
thresholds common in diagnostic cloud schemes to
yield virtually no bias in forecast cloud amount. The
National Meteorological Center (NMC) has been ac-
quiring the RTNEPH in real time, four times daily
since June 1991, to pursue a number of the above ap-
plications of gridded cloud analyses (Campana et al.
1991).

Clouds play an even more important role in climate
modeling. Integrated over extended periods of time and
large areas, small variations in cloud cover, especially
low cloud, can have dramatic influences on surface
temperatures (Schneider 1972). For climate applica-
tions, the International Satellite Cloud Climatology
Project (ISCCP) provides a dedicated database of cloud
parameters at 250-km resolution (Rossow et al. 1985;
Schiffer and Rossow 1985).

ISCCP data has advantages as well as disadvantages
when compared against RTNEPH data. ISCCP data
may be more useful than the RTNEPH in the following
respects. First, the RTNEPH lacks estimates of cloud
optical properties. Second, frequent improvements
have been made to the RTNEPH over the past seven
years, so the RTNEPH is less useful for year-to-year
comparisons of cloud cover. Finally, the RTNEPH is
not updated as many times per day as the ISCCP data-
base, since the RTNEPH is currently constrained by
the temporal limitations imposed as a consequence of
using DMSP data. These satellites are in a polar orbit,
and with a constellation of only two satellites, this
guarantees most points will be updated four times in
a 24-h period; the ISCCP database has eight updates
from geostationary satellites. Conversely, the RTNEPH
has some advantages over ISCCP. First, it archives data
at higher horizontal resolution (48 km). Second, the
RTNEPH uses conventional as well as satellite-derived
observations. Last, the RTNEPH data are available in
real time to selected users.

Archived nephanalysis data from the RTNEPH and
3DNEPH are available to civilian and military users
(Zamiska 1986). Data are available back to 1973, with
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3DNEPH-derived data covering the period prior to
1983, and RTNEPH data since. Southern Hemisphere
data have been available only since 1977. AFGWC also
ships the data daily to NOAA /NESDIS, the National
Environmental Satellite Data Information Service, in
Washington, D.C., and NRL, the Naval Research Lab-
oratory, in Monterey, California. NMC will soon have
near-real-time access to RTNEPH data through
NOAA /NESDIS.

The purpose of this paper is to inform potential
RTNEPH users of this unique dataset, to describe the
model physics, and to document model improvements
made in the last few years. Though nephanalyses have
been produced at AFGWC for over 20 years, this paper
is the first description available in the refereed literature.
With increasing usage of RTNEPH data by the civilian
community and with an increased appreciation of the
importance of clouds in climate studies, we hope this
paper can stimulate interest in this important field. The
paper will largely consist of a description of the algo-
rithms currently used to generate the RTNEPH,; it up-
dates technical notes on cloud analysis at AFGWC
(Kiess and Cox 1988; Fye 1978), generally available
only within the Department of Defense. Section 2 de-
scribes the design philosophy of the RTNEPH,; section
3 describes the major components of the RTNEPH in
detail; section 4 describes the limitations of the current
model; section 5 indicates how AFGWC plans to ad-
dress these limitations with software enhancements;
and section 6 concludes with more information on how
users can obtain RTNEPH cloud data.

2. Design of the RTNEPH

During the late 1970s, the U.S. Air Force decided
that maintaining the poorly documented, unstructured
3DNEPH code was not worth the effort and that a
total rewrite was needed. A new, structured RTNEPH
code was written and implemented that allows for
graceful additions of new algorithms and is easier to
maintain. Like 3DNEPH, the RTNEPH synthesizes
visible and infrared imagery and conventional data
sources into a coherent database useful for a variety of
applications. In the future, new data sources can be
included with a minimum of redesign. The chosen map
projection and grid structure has remained the same
(Fig. 1). As shown, the RTNEPH database is on a
polar-stereographic projection true at 60°N and S, and
is broken up into 64 “neph boxes” per hemisphere.
Within each neph box is an array of 64 X 64 analysis
points.

a. Design philosophy

RTNEPH designers kept four principles in mind:
speed, universality, modularity, and maximizing the
probability of cloud detection.
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FIG. 1. The map projection for the Northern Hemispheric database. The RTNEPH grid is a polar-stereographic projection with 48-km
resolution, true at 60° latitude. The projection is divided into 64 “neph boxes” as numbered, and within each box is an array of 64 X 64
analysis points. Data are stored only into the on-hemisphere analysis points.

First, because the RTNEPH is used to initialize
forecast models whose output is needed promptly, it
must run quickly. Currently, the RTNEPH runs on a
Unisys 1100/91 mainframe computer, rated at 2.75
MIPS (million instructions per second), with 16
megabytes of memory and 3.2 gigabytes of hard-disk
space. Many other satellite processing tasks (e.g., the
gridding of microwave imager and sounder data) run
concurrently, so the RTNEPH has simple, efficient al-
gorithms. Many computationally expensive options

such as the processing of higher-resolution imagery are
being postponed because of these constraints.
Universality requires that the design must work ac-
ceptably under all circumstances of data availability.
For this reason, the RTNEPH initially processes visible
(VIS) and infrared (IR ) imagery separately. With this
method, the algorithm is not dependent on the avail-
ability of VIS data, and the RTNEPH can produce
nighttime cloud analyses from IR data alone. There
are other one-channel nephanalysis algorithms, the
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most well known being the spatial coherence technique
(Coakley and Bretherton 1982). However, AFGWC
decided not to used this technique; it works properly
only over radiometrically homogeneous backgrounds
such as water, it requires a larger sample of satellite
data than is available for the 48-km analysis point, and
it is not compatible with the limited grayshade range
and pixel-replication algorithm used in remapping raw
imagery to AFGWC’s polar-stereographic satellite im-
agery database.

Modularity is a software design concept that makes
future modification simpler and code easier to under-
stand. Each processor has a dedicated task. The
RTNEPH has six major programs, or ‘“processors,”
and a number of smaller ones. The major processors
and their functions are listed in Table 1.

Last, because the air force is interested in noting any
particular obstructions to vision, the RTNEPH is de-
signed to maximize the probability of detecting cloud.
If multiple sources of data are available to the
RTNEPH, such as both conventional and satellite data,
the RTNEPH will use the cloudiest one, provided other
timeliness and proximity criteria are met.

b. Processing and data flow

The RTNEPH processes satellite data in two modes:
the limited-area mode, processing only areas covered
by new polar-orbiting satellite imagery, and the syn-
optic mode, run over all points worldwide every 3 h.
The overall data and processing flow for the major pro-
cessors is summarized in Fig. 2.

In the limited-area mode of processing, upon receipt
of satellite data, the first step is the mapping of new
data to a satellite database, called the Satellite Global
Database (SGDB), which archives the data at approx-
imately 6-km resolution. Next, the new satellite im-
agery data are pulled out of this database and processed
by the satellite data processor into a 48-km-resolution
polar-stereographic satellite analysis. Third, the merge

TABLE 1. A list of the major RTNEPH processors
and their individual functions.

Program Function

SYNAPS Reformats polar-orbiting satellite data into a 6-km
resolution, 63-grayshade polar-stereo database.

SFCTMP Produces a skin and shelter temperature analysis
and forecast for use by NEFSAT.

NEFSAT Produces a nephanalysis from the satellite data
mapped by SYNAPS.

CONRTN Produces a nephanalysis from the conventional
(surface) observations available at AFGWC.

NEFMRG Merges the persisted nephanalysis together with
the new satellite- and conventionally derived
nephanalyses to produce the RTNEPH
analysis.

BOGCHG Assimilates forecaster modifications into the

RTNEPH analysis.
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FiG. 2. Data-processing flow for the major processors (programs)
in the RTNEPH. Boxes indicate the processors, and parallel lines the
data stores.

processor then combines this satellite analysis with the
surface data analysis available each hour through the
conventional data processor. The synthesized nephan-
alysis is stored in the RTNEPH database. Operational
forecasters quality control the new nephanalysis data-
base, and the bogus processor assimilates the forecast-
ers’ changes back into the final nephanalysis. Upon
completion, a short-term cloud forecast is generated
over the same area. This computationally efficient tra-
Jectory-based model (Crum 1987) produces forecasts
for the next 9 h to support near-term operations.

The other mode of processing is the synoptic mode,
run every 3 h over both hemispheres, 1.5 h after “data
time” (e.g., 1330 UTC for the 1200 UTC data time).
The main purpose of this time delay is to assimilate as
many new conventional cloud observations into the
nephanalysis as possible so the database accurately de-
scribes the cloud conditions at one time. This synoptic
RTNEPH is then used to initialize the hemispheric
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cloud forecast models and is also shipped to outside
users (e.g., NOAA /NESDIS). In the synoptic mode,
the satellite data processor analyzes any satellite data
yet unprocessed. Next, the merge processor again
combines the satellite and new surface data. This output
is not quality controlled.

‘Many peripheral RTNEPH programs have their own
processing cycles. A new 48-km-resolution global sur-
face temperature analysis and forecast is produced ev-
ery 3 h. Temperature data are used in the IR cloud
detection analysis to characterize the clear scene back-
ground. Conventional cloud observations are processed
into the conventional analysis database each hour. A
new 381-km-resolution global upper-air analysis of
temperature, geopotential height, and specific humidity
is produced once each 6 h and used to determine IR-
derived cloud heights. New Special Sensor Microwave /
Imager (SSM/I) observations are remapped to the 48-
km database as soon as the data are received at
AFGWC, where they are used to enhance the accuracy
of ground-temperature estimates when processing the
IR imagery.

3. Detailed description of the RTNEPH processors

This section describes the six main RTNEPH pro-
cessors. Each processor has a well-defined role in com-
pleting the cloud analysis. Input and output data spans
a wide range of grid sizes; Table 2 summarizes the grid
- sizes of the nephanalysis database and some of its in-
puts. Henceforth, we will refer to the grid sizes accord-
ing to AFGWC convention; in this system, the
AFGWC’s primitive equation forecast model grid (381
km) is designated “whole mesh” (Hoke et al. 1981).
There are 8 X 8 whole mesh boxes within each of the
64 neph boxes on a hemisphere (Fig. 1). An array of
8 X 8 eighth-mesh boxes (48 km) fit into each whole
mesh grid box, thus yielding 64 X 64 per neph box;
eighth mesh is the standard resolution of the RTNEPH
database and its intermediate databases. The satellite
imagery database is 64th mesh (6 km).

TABLE 2. Resolutions of the RTNEPH grid structure, along with
gxamples of RTNEPH databases that have resolutions at each grid
size.

Nominal resolution

Grid size in km (true at 60°N) Data at this resolution
RTNEPH box 3048 Archival of cloud analysis
‘Whole mesh 381 Upper-air temperature,
height, humidity

Quarter mesh 95.25 Satellite times, viewing
angles

Eighth mesh 47.625 Cloud-cover analysis,
terrain heights,
geography, background
brightness, SSM/I
microwave imagery

64th mesh 5.953 IR and VIS data

FORECASTING VOLUME 7

a. Satellite data mapper (SYNAPS)

Since the RTNEPH is produced on a polar-stereo-
graphic projection, AFGWC maps incoming VIS and
IR satellite imagery to a database in the same projec-
tion. The processor that performs this mapping is called
SYNAPS and the output database is called the satellite
global database (SGDB). The SGDB consists of two
hemispheric files containing 64th-mesh data. Asso-
ciated control information (e.g., zenith angles, scan
angles, satellite identifiers, observation times) are stored
in the same files, but only for each quarter-mesh (95-
km) box. .

As AFGWC receives imagery from a new satellite
pass each 101 min (a pass is a complete revolution of
the earth by a polar-orbiting satellite ), computer hard-
ware averages the original high-resolution 3-km data
to 6 km, decreasing the necessary disk storage by a
factor of 4. At the same time, the temperature and
albedo measurements are degraded to allow more
compact storage of information; the original 256 gray-
shades are degraded to 63. For IR data, these 63 gray-
shades are a linear quantization of brightness temper-
ature that span a range from 192 to 310 K with a sep-
aration of 1.9 K between adjacent grayshades. The
hardware also cuts the pass into four pole-to-equator
“quarter orbits” and sends the compacted imagery for
each quarter orbit in succession to the UNISYS main-
frame. SYNAPS earth-locates each imagery pixel to
the proper coordinate in the SGDB, and replicates ex-
isting pixels to fill any remaining gaps between pixels
on the polar-stereographic grid.

Pixel replication is done since a given 64th-mesh
box on the polar-stereographic projection actually var-
ies in size from over 6 km at the pole to near 3 km at
the equator. Information from the satellite is available
after the initial averaging at approximately 6-km res-
olution, so a one-to-one mapping of raw satellite data
to the contorted polar-stereographic database can not
be achieved for all points; gaps are assured in lower
latitudes, and pixel duplication is required to fill each
available grid box. Similarly, some of the original data
is lost near the poles, as more original 6-km pixels are
available than can be put into the 64th-mesh projec-
tion. Figure 3 illustrates this under- and oversampling
problem.

For regions outside the viewing range of the current
DMSP pass, the original, older satellite data is persisted.
Thus, the SGDB is a mosaic of satellite data with dif-
ferent times, from near current to 6 h or more old.
Figure 4 illustrates this mosaic appearance, showing
the pass boundaries evident in the IR data for neph
box 45 for 1550 UTC 27 August 1991.

b. Surface temperature analysis and forecast
processor (SFCTMP)

Since the RTNEPH requires a high-quality, IR-de-
rived nephanalysis, an accurate specification of the
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Fi1G. 3. Hlustration of the over- and undersampling of satellite in-
formation that occurs when DMSP imagery is mapped to the polar-
stereographic projection, with varying resolution. For each 64th-mesh
point on the polar-stereographic projection (marked by a “+’), the
nearest DMSP imagery (darkened circles) is selected. At low latitudes,
the smaller grid spacing results in oversampling, or the use of original
pixels more than once (Fig. 3a). At high latitudes, the large grid
spacing results in undersampling, or the discarding of some original
data (Fig. 3b).

surface temperature is necessary. This surface temper-
ature is used to determine the cloud/no-cloud thresh-
old, as will be discussed in section 3c, on the satellite
data processor.

To accurately specify a background scene temper-
ature for the IR cloud analysis, AFGWC has a global,
eighth-mesh shelter and skin (i.e., ground ) temperature
analysis and forecast model (SFCTMP). This model
runs every 3 h and produces an analysis, a 3-h forecast,
and a 41/>-h forecast. Forecasts are necessary because
of delays in receiving surface observations worldwide.
DMSP satellites are in sun-synchronous orbits, config-
ured to overfly areas at times when surface tempera-
tures are changing rapidly (e.g., DMSP satellite F9 flies
over during midmorning), so simply using a persisted
analysis would result in systematic biases of IR-derived

ET AL. 293

cloud amount. By using a short-term temperature
forecast instead, such biases are minimized. SFCTMP
runs approximately 1 h 40 min after synoptic data time
(for example, 1340 UTC for the 1200 UTC cycle) in
the Northern Hemisphere, and 2 h 30 min after for
the Southern Hemisphere. A large fraction of the pos-
sible surface data observations are available by these
times.

On 27 April 1991, the version of SFCTMP that has
been operating unchanged since 1979 was replaced with
a totally new SFCTMP. For water points, analysis and
forecast temperatures are derived from a U.S. Navy-
supplied sea surface temperature analysis, updated
daily. For land and coastal areas, the new model pro-
duces shelter and skin temperature analyses using a
simplified optimum interpolation technique (Schlatter
1975). It also uses a new temperature forecast scheme
based on a simplified version of the Oregon State Uni-
versity soil hydrology and planetary boundary-layer
model (Mahrt and Pan 1984; Ek and Mahrt 1989).
Whereas the older version of the SFCTMP model pro-
duced only a 3-h shelter temperature forecast, the new
model extends both shelter and skin forecasts out to
41/ h, allowing near-complete temporal coverage from
one cycle to the next; for example, the 1200 UTC anal-
ysis and forecast cycle produces forecasts through 1630
UTC, and the 1500 UTC analysis and forecast cycle
will normally be completed around 1640 UTC.

¢. Satellite data processor (NEFSAT)

NEFSAT is the satellite cloud-detection algorithm.
It provides separate analyses of both VIS and IR data.

FIG. 4. Infrared image for neph box 45 at 1550 UTC 27 August
1991. Bright tones denote low brightness temperatures; dark tones
denote high temperatures.
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Its processing algorithm simulates the simplest algo-
rithm a forecaster would use to analyze data. In general,
the colder (IR data) or brighter (VIS data) an SGDB
pixel is, the more likely it is to be cloudy. NEFSAT’s
algorithm makes a simplifying assumption that any
pixels colder (for IR ) or brighter (for VIS) than a com-
puted, clear-scene threshold are considered totally
cloudy Fractional cloud cover is derived by summing
the cloudy and clear decisions for all 64th-mesh pixels
within an eighth-mesh box.

NEESAT generates separate eighth-mesh IR- and

"VIS-derived cloud analyses from new data in the

-SGDB. By separating the IR and VIS processing,
nlghttlme or low-light processing can proceed by an-
alyzmg only the IR data. When both algorithms can
be run, VIS- and IR-derived nephanalyses may deter-
mme dxﬁ‘erent cloud amounts. Dealmg with such dis-
crepan01es is postponed until later in the analysis
scheme when the merge processor is run, where the
conventional data are also assimilated.

. Two nonsatellite supporting databases required for
the processmg of IR data are surface temperatures and
upper-air temperature / humidity / height profiles. Sur-
face temperatures are necessary to accurately estimate
the satellite-sensed ground temperature used in cal-
culatmg an IR threshold. For most regions, the surface
temperatures are simply extracted from the database
created by the SFCTMP model (see section 3b). How-
ever, for many land areas, NEFSAT also obtains an
1ndependent estimate of a satellite-sensed ground tem-
perature from SSM /I microwave data. Upper-air tem-
perature and height profiles are used to assign cloud-
top altitudes. Humidity and temperature profiles are
used to estimate water vapor attenuation, another nec-

“essary step in the determination of an accurate satellite-

sensed ground temperature.

H

1) INFRARED SATELLITE DATA PROCESSING

* The infrared satellite processor generates a cloud
analysis from IR data in the SGDB. The IR spectral
bands range from 10.2 to 12.8 um for DMSP data, and
10.3-11.3 um for NOAA/AVHRR (Advanced Very
High Resolution Radiometer) data. Infrared satellite
data is the primary and most reliable source of global
cloud observations for the RTNEPH because of the
frequent updates (at least four times daily) and avail-
ability,of the data both day and night. The IR processor
determines cloud amount by comparing measured IR

‘brightness temperatures against an expected underlying

surface temperature. If a pixel’s brightness temperature
is sufficiently colder than an independently derived es-

timate of the satellite-sensed ground temperature, cloud

is detected. Cloud fraction is determined from the ratio
of cloudy pixels to the total number of pixels within
an eighth-mesh box. Once cloud amount has been de-
termined, NEFSAT will also perform a layer analysis
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on the cloudy pixels and determine the resultant cloud
type. These steps are outlined in the following sections.

(i) IR total cloud amount

Consider an 8 X 8 array comprised of clear and
cloudy pixels, each represented by some grayshade G.
The selection of a cloud / no-cloud cutoff that separates
the clear and the cloudy grayshades is first made by
determining the measured brightness temperature
Tops(G) of the scene using a lookup table to convert
grayshade to temperature. Then 7o,s(G) and the un-
derlying T, are compared, where T is an estimate
of the temperature that the satellite would measure if
the scene were cloud-free.

In an ideal situation, if the difference

ATobs - obs(G) (1)

is less than zero, the pixel represented by Top(G) is
cloudy, since the scene being viewed has a lower tem-
perature than the underlying surface (this assumes that
atmospheric temperature monotonically decreases with
height). If AT, is greater than or equal to 0, the pixel
is warmer than the surface and thus the scene is clear.

The simple cloud/no-cloud decision in Eq. (1) is
complicated by the existence of surface inversions, un-
certainties in RTNEPH surface temperatures, atmo-
spheric water vapor attenuation in IR temperature
measurements, and the differing responses of individual
IR sensors. With a one-channel IR threshold algorithm,
there is little that can be done to detect cloud in the
presence of inversions. The failure to detect the “black
stratus” clouds, which appear darker than surrounding
clear regions, is a recognized defect of the algorithm.
However, the other problems can be addressed. For
example, the amount of water vapor attenuation can
be estimated. It is known that a cool, dry atmosphere
will attenuate little of the upwelling surface radiation,
while a warm, moist atmosphere may attenuate 10 K
or more. With a knowledge of the temperature and
moisture profiles, the amount of attenuation can be
estimated as follows.

The RTNEPH optimizes an IR threshold calculation
in two ways. First, data are adjusted to yield the most
accurate possible Ty, (i.e., to correct for satellite or
surface temperature biases and for water vapor atten-
uation). Two correction options have been used.
Through April 1991, tables of corrections to the
SFCTMP-supplied shelter temperature estimate were
used. The tables were a function of: 1) satellite sensor,
to account for differences in sensor response; 2) esti-
mated surface temperature, to grossly account for the
dependence of water vapor attenuation on absolute
temperature; and 3) satellite scan angle and earth lo-
cation, since water vapor attenuation exhibits a de-
pendence on scan angle and latitude. No functions were
available to tailor the amount of correction to analyzed
air temperature and/or humidity profiles.

clr
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The new corrections, used since April 1991, take the
form of a set of regression equations. Separate regres-
sion equations are used for each satellite, and for each
satellite there are separate equations for day and night,
and for three surface characteristics: water, land, and
snow/ice. Each regression equation is of the form:

Tear = Tsha®* Ry + Tain* Ry + (T — T's50)* R

+ P, %Ry + BBGS+Rs + C. (2)
Here, T, is the conventionally derived estimate of
the IR clear-column temperature; Ty, and Ty, are
the SFCTMP-supplied estimate of shelter and skin
temperature, respectively; ( Tt — Tgs0) 1S a measure
of low-level stability, with T’g5o being the 850-mb tem-
perature derived from a global temperature analysis.
This term can account for the tendency toward greater
water vapor attenuation in a warm, less stable atmo-
sphere. The variable P, refers to the precipitable water
amount (in millimeters) along the scan path of the
sensor, accounting for higher water vapor attenuation
with greater water loading and/or at higher viewing
angles. BBGS represents the RTNEPH background
brightness—a general tendency toward dryness and
greater swings of stability are expected for bright areas.
The calculation of BBGS will be discussed later. We
use R, through Rs and C to represent regression coef-
ficients and a constant, respectively, derived through
regression of historical data against IR temperatures
derived from a manually selected set of clear points.
This new technique represents a step toward more fully
utilizing the available meteorological information while
remaining computationally efficient. Another advan-
tage of the new regression equations is built-in weight-
ing according to information content. Analysis of the
weights generally showed that Ty, and (Tge — Tg50)
were both reliable, whereas the other independent
variables exhibited less reliability. Earlier tests with a
more computationally intensive correction algorithm
(d’Entremont et al. 1989; Weinreb and Hill 1980) ex-
hibited great sensitivity to the analyzed water vapor
loading; the water vapor amount was regarded as truth,
so large errors in water vapor amount yielded large
errors in the calculated 7..,. The regression method
avoids this oversensitivity to errors in the input data.
Clear-column brightness temperature estimates are
also available from the SSM /I sensor where its surface-
type classifier (Heinrichs et al. 1990) indicates vege-
tated land or arable soil, deserts, or snow. These surfaces
have emissivities of 0.8 to 1.0 in the SSM /I channels.
Specifically, a clear-column brightness temperature es-
timate Ty is derived from a linear combination of
SSM/I channel brightness temperatures. The regression
coefficients, which vary with surface type and satellite,
were derived from historical coincident OLS IR and
SSM /1 temperatures of clear scenes, with the SSM/I
temperatures used to estimate the IR temperature. In
cloudy scenes, observed IR temperatures are signifi-
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cantly colder than SSM/I-estimated temperatures,
since the IR channel is much more sensitive to clouds.

The final estimate of T is derived from combining
T and Ty, using

Tclr = W= Tc-clr + (1 - W)*Tssmi, (3)

where W is a weighting factor based on data availability
(W = 1 when T is unavailable), and accuracy of
each estimate (generally, both are similar in accuracy,
so weights are usually set at 0.5).

The second approach to optimizing the IR threshold
calculation is to deal with uncertainties in the estimate
of T and to recognize the general dependence of cloud
height on low-level humidity. Infrared pixels are forced
to be colder than T, by an arbitrary amount before
cloud is detected. This amount varies with scene back-
ground brightness, so for dark, forested regions the
threshold is only a few K, while over deserts the thresh-
old approaches 10 K. By forcing pixels to be colder
than the estimate of T, some error is allowed, and,
by associating it with a surface brightness, the general
dependence of cloud height on low-level moisture is
implicitly recognized. For brighter areas (desert), the
moisture content is lower, and clouds should have
higher lifted condensation levels. Conversely, for darker
backgrounds, lifted condensation levels are generally
lower. Thus, the determination is made as to whether
the pixel is cloudy or clear by comparing ATy, from
(1) against a predetermined term that depends on
background brightness, denoted by AT,;,. Pixel frac-
tional cloud amount A4(i) is then

A(l) =1 if ATobs < —ATclr:
0 if AT = —ATg,. (4)

With each individual pixel in an eighth-mesh box now
classified cloudy or clear, we can define total cloud
fraction p;; (in percent) for the analysis point as the
ratio of cloudy pixels to total pixels (64); i.e.,

pir = 100 % Neqy/ 64, (5)
where Ny 1S
64
Naay = 25 A(D). (6)
i=1

(ii) Determination of cloud layers

Having screened out the cloudy pixels, the remaining
clear pixels are excluded from any further cloud pro-
cessing. The cloudy pixels are then analyzed for cloud
layers. From the original array of IR data, a grayshade
histogram is constructed using only the cloudy gray-
shades. Histograms typically show peaks and valleys
that in theory separate one cloud layer from the next.
The job of the layer algorithm is to objectively deter-
mine where the layer grayshade boundaries are, and
to pass this information on to the part of the IR pro-
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cessor that determines layer cloud-top heights and
amounts. The RTNEPH uses a layer-analysis algorithm
that processes IR data from a 2 X 2 square of four
adjacent eighth-mesh boxes. This gives a possible array
of 16 X 16 pixels (8 X 8 for each box). By combining
four together, some peaks and valleys in the histogram
that may occur due to small sample size are avoided.
A necessary result, however, is that layer grayshade
boundaries are identical for all four eighth-mesh boxes.
The layering algorithm is described in more detail
by d’Entremont et al. (1982) and Hawkins (1980).

(iii) Determination of cloud amounts and heights

Once layer grayshade boundaries are specified for
each eighth-mesh box, the cloud amount for that layer
is computed by counting the number of pixels with
grayshade values that fall between the given layer gray-
shade boundaries, and dividing that count by the total
number of pixels within the analysis array. In order to
compute the layer-top height, the lowest IR brightness
temperature for the layer is determined; the lowest
temperature is presumed to be the least contaminated
by upwelling background radiation and thus most rep-
resentative of the true cloud-top temperature. This
temperature is then corrected for atmospheric atten-
uation and satellite sensor biases before it is used to
calculate a cloud height using a temperature-height
profile valid for the iocation being analyzed.

Figure 4 is a picture of Northern Hemisphere neph
box 45 showing the IR data from the SGDB. Figure 5
illustrates one of the end products: the IR total cloud

F1G. 5. Enhanced cloud analysis image for neph box 45 at 1550
UTC 27 August 1991, the same data as shown in Fig. 4. Pixels de-
termined to be cloudy have brightness enhanced from the tones in
Fig. 4.
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analysis derived from the SGDB. Individual pixels de-
termined to be cloudy have been brightened. Note in
this picture that the derived product, the eighth-mesh
cloud analysis, has been converted back to a higher-
resolution 64th-mesh analysis for purpose of display.

2) VISIBLE SATELLITE DATA PROCESSING

The visible satellite data processor generates a total
cloud analysis that is derived from DMSP VIS data
(approximately 0.4-1.1-um spectral bandwidth) and
a database of earth surface brightness. It is essentially
a threshold technique whereby satellite brightness
measurements are compared to expected background
brightnesses. Background brightness is the expected
clear-column grayshade value as previously measured
by the visible sensor. Measurements that are brighter
than the background (plus an uncertainty factor) in-
dicate the presence of cloud. Supporting databases are
snow- and ice-cover analyses, and a background
brightness analysis at eighth-mesh resolution. The vis-
ible processor outputs eighth-mesh total cloud cover
and updates the background brightness database if
conditions are clear.

The visible processor performs four main functions
for each eighth-mesh box: 1) screen the data for points
covered by snow, ice, or sunlight; 2) perform a cloud/
no-cloud decision on each pixel within the eighth-mesh
box in order to determine total cloud; 3) determine
total cloud; and 4) update the background brightness
analysis if appropriate. Each of these steps is outlined
in the following sections.

(1) Background screening

The first step in the processing of the visible data is
to determine whether snow or ice exists within the
eighth-mesh box. Snow- and ice-cover information is
supplied to the nephanalysis from the AFGWC snow
analysis model (Hall 1986) at eighth-mesh resolution.
Geography flags from a geography database indicate
whether each eighth-mesh box is composed predomi-
nantly of water, land, ice, or coastline.

If the background contains snow or ice, then the
visible clear-column grayshade will be bright and hence
difficult to distinguish from cloud cover (also bright).
For this reason, points flagged as containing either of
these two background types are eliminated from further
analysis by the visible processor. Another circumstance
that prevents visible data from being further processed
is if the scene contains sunglint. Scenes are flagged for
sunglint processing based on background type (it must
be water), scene solar geometry, and satellite position.
If the scene lies within a possible sunglint area, the
mean and variance of the visible grayshades are com-
puted. If the mean is high and the variance is low,
enough sunglint-contaminated pixels are likely present
within the eighth-mesh box so as to be confused with
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patchy low clouds. In such a case, the box is precluded
from further processing. On the other hand, if the vari-
ance is high, the presence of clouds is inferred and
processing will continue.

(ii) Cloud/no-cloud decision

Before describing the cloud/no-cloud decision pro-
grammed into the visible processor, it is first necessary
to define the RTNEPH background brightness field.
The background brightness grayshade (BBGS) is de-
fined as the brightest visible SGDB grayshade that a
pixel within a particular eighth-mesh box is expected
to have when the pixel is cloud-free. The background
brightness analysis is a dynamic database that is main-
tained by the RTNEPH in real time. There is one data-
base per satellite. Updates in background brightness
are necessary due to changes in snow/ice cover and
vegetation (week-to-week variations), seasonal varia-
tions, and other natural effects. Figure 6 contains a
background brightness field for a typical summer day.
In this figure, unique values are assigned to snow (a
bright white), ice (a grayer white), and water (dark),
while actual background brightnesses for the remaining
boxes are in shades of gray. Note the bright appearance
of the Saharan desert and relatively darker appearances
to forested regions.

Visible grayshades in the SGDB are representative
of scene brightness. Once the background type has been
determined as nonsnow or non-ice, then a cloud de-
termination is made by comparing the average of 8
X 8 SGDB brightness values to a single background
brightness grayshade for the corresponding eighth-mesh

F1G. 6. Northern Hemisphere background brightness
for DMSP satellite F9 at 1550 UTC 27 August 1991.
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box. Clouds are determined to be present within a box
if
ivis = BBGS + CUTg, (7)
where pu.; is the analysis box mean visible grayshade,
given by
64

Mvis = 1/64 E GSi:

i=1

(8)

where G'S; is one of an 8 X 8 array of 64th-mesh visible
pixels within an analysis box, BBGS is the background
or clear-column visible brightness, and CUTyj is the
analysis box mean clear/cloud threshold. CUT; is a
measure of the uncertainty in the absolute accuracy of
BBGS due to effects such as varying sun angle, bidi-
rectional reflectance effects, surface vegetation changes,
and the like. Larger CUTj values force differences in
the mean brightness and corresponding background
brightness to be larger before clouds are detected. In
other words, extra precaution is taken to ensure that
an incorrect clear-cloud decision is not made; this gen-
erally reflects uncertainty in either the satellite mea-
surements, the background characteristics, or both.
Generally, CUTjg values are larger over brighter scenes,
reflecting the greater difficulty in distinguishing cloud
over desert. BBGS is a function of satellite sensor, geo-
graphic location, and time (e.g., time of day, time of
year); CUT; depends on BBGS and satellite sensor,
and is manually updated as conditions warrant.

(iii) Total cloud determination

The cloud/no-cloud decision is made first by the
visible processor on an eighth-mesh box basis as spec-
ified by Eq. (7). Once this test is passed, a more detailed
cloud analysis is made on a pixel-by-pixel (64th-mesh)
basis within the “cloudy” eighth-mesh box. A clear/
cloud grayshade cutoff G, is calculated for the box
using

GS.: = BBGS + CUTgq, (9)

where BBGS is the background brightness and CUT,
is the “64th-mesh” parameter, analogous to CUTjg,
that accounts for the variability of individual pixel VIS
grayshade values within the eighth-mesh box. Like its
eighth-mesh counterpart, CUT, is a function of sat-
ellite sensor, background brightness grayshade, and
time (of day, year, etc.). Once GS,, is computed, the
number Nggq, is determined; N4y is the number of 64th-
mesh pixels within the analysis box that have values
greater than or equal to GS.,;. The percent total cloud
cover py;s as computed by the visible processor is then
simply

Pvis = IOO*Ncldy/64. ( 10)

Values of the visible grayshade mean and variance are
also computed and stored for later use by the RTNEPH
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cloud-typing program. These latter statistics include
both clear and cloudy pixels.

An example of visible satellite data is shown in Fig.
7, and an example of the corresponding visible neph-
analysis is depicted in Fig. 8. Again, pixels brightened
from Fig. 7 represent cloudy regions as determined by
the nephanalysis.

(iv) Background brightness update

The background brightness field is a dynamic data-
base that is monitored and updated by the RTNEPH
in real time. It is updated automatically as a by-product
of the cloud analysis. There is one database for each
satellite. Kiess and Cox (1988) summarize the tests a
point must pass before updating is allowed. In general,
the RTNEPH is conservative in updating the back-
ground brightness field to ensure no contamination by
cloud, snow, or sunglint.

3) CLOUD TYPING

The output from the satellite data processor includes
a distinct cloud type for each layer detected by the IR
processor. Cloud typing will depend upon the IR-de-
rived cloud height, the variance of IR pixel grayshades
in a cloud layer, the mean IR brightness temperature,
and, if available, the variance of the 64 visible pixels
within the analysis point.

The first step in this process is to decide if the cloud
is a low-, mid-, or high-level cloud. For each layer ar-
chived by the IR processor, the cloud height obtained
from the layer analysis is compared to a fixed mid- and

" iy &
FiG. 7. Visible grayshades for neph box 45 at 1550 UTC 27 August

1991. Bright tones denote high reflectance; dark tones denote low
reflectance.
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FiG. 8. Visible nephanalysis for neph box 45 at 1550 UTC 27
August 1991, the same data as in Fig. 7. Pixels determined to be
cloudy have brightness enhanced from the tones in Fig. 7.

high-cloud threshold. If the aboveground layer height
is 6500 m or greater, it is typed as high cloud; if greater
than or equal to 3000 m but less than 6500 m, it is
typed as mid cloud; if less than 3000 m, it is typed as
low cloud.

Next, the cloud-typing processor attempts to distin-
guish between cumuliform and stratiform clouds by
examining the IR grayshade variance and, if available,
the VIS grayshade variance. The underlying philosophy
is simple; the greater the variance, the more cumuli-
form the cloud. An index is calculated for both the IR
layer variance and the VIS variance. If visual data are
not available, the VIS index is arbitrarily assumed
stratiform. '

Once the level and variance information are avail-
able, a cloud-type decision is made based on the de-
cision matrix shown in Table 3. A final cloud type of
cumulonimbus (CB) is determined when the cloud-
top height is greater than 5486.0 m (18 000 ft) and the
mean IR brightness temperature is less than 228 K.
AFGWC recognizes that the low height threshold con-
tributes to an overabundance of CBs and plans to raise
this height in the future to a more realistic value.

d. Conventional data processor (CONRTN)

There are known deficiencies with satellite-derived
nephanalyses, such as an inability to accurately detect
low clouds and cloud bases using IR data. For this
reason, the RTNEPH retrieves cloud parameters from
conventional (surface-based) observations each hour
and stores them to another eighth-mesh database so it
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TABLE 3. Cloud types as specified by visible and IR grayshade
variances, and the IR-derived cloud height.

Infrared variance

Cumuliform Stratiform
Visible variance (high) (low)
Cumuliform (high) High: CI High: CI
Mid: AC Mid: AC
Low: CU Low: SC
Stratiform (low) High: CI High: CS
Mid: AC Mid: AS
Low: SC Low: ST

High: cloud tops > 6500 m.
Mid: 3000 m < cloud tops < 6500 m.
Low: cloud tops < 3000 m.

can supplement the satellite-derived nephanalysis
where appropriate. The program that stores these data
is the conventional data processor, called CONRTN.
It runs approximately one-half hour after data time
(e.g., 1230 UTC for the 1200 UTC data) and uses both
standard hourly and synoptic observations in the pro-
duction of a nephanalysis. Kiess and Cox (1988) de-
scribe the processing algorithm in more depth.

The overall philosophy of this module is to produce
one “best report” on cloud conditions for each eighth-
mesh box inside which a conventional observation is
available; all other boxes are left blank. This best report
will contain total and layered cloud amounts, layered
cloud types, bases, tops, present weather, and visibility.
If any of these parameters are not available from the
conventional data, they are flagged as “missing.” Most
eighth-mesh boxes will contain zero or one observation,
but if more than one are available, a best report is se-
lected as follows: first, all observations older than 3 h
are not considered; second, the report with the highest
total cloud is used, regardless of whether a more recent
report has lower cloud amount. If two reports have
identical total cloud, the report with the lowest cloud
base is used. If cloud bases are again the same, the most
recent report is used. If the report indicates low-level
clouds, older reports (up to 3 h) are then searched for
additional cloud information above the lower-level
cloud deck. These processing rules maximize the prob-
ability of detecting any obscurations to vision, one of
the RTNEPH design principles mentioned in section 2.

e. Merge processor (NEFMRG)

The merge processor has the task of assimilating
conventional and satellite-derived nephanalyses into a
robust, consistent database. The satellite-derived neph-
analysis cannot stand on its own because it produces
separate analyses for IR and VIS data, and it makes
no attempt to define cloud bases. Similarly, the con-
ventional database is unsuitable for use as a final cloud

HAMILL ET AL.

299

analysis because of the relatively few observations
worldwide, yet it can be beneficial in defining lower
cloud layers not detected in the satellite-derived cloud
analysis. Thus, an intelligent merging of these data
sources produces a better final cloud analysis than ei-
ther would alone.

As the merge processor runs, it produces a final cloud
analysis from three sources: the persisted (previous)
RTNEPH cloud analysis, the satellite cloud analysis
from NEFSAT, and the conventional cloud analysis
from CONRTN. This final cloud analysis is produced
in a series of steps executed in sequence for each anal-
ysis box considered. These steps are summarized in
Fig. 9. The first step is to read in the persisted RTNEPH
database. Next, conventional data are combined with
the persisted nephanalysis, and finally, the new satellite
data are combined and the output stored to the data-
base. There is a complex set of rules for the data assim-
ilation with each step. These rules have been developed
over many years through extensive scrutiny of the sat-
ellite and conventional data by operational forecasters
at AFGWC. These rules are explained in the following
paragraphs.

1) CONVENTIONAL DATA ASSIMILATION

Before allowing the assimilation of conventional data
for an eighth-mesh box, NEFMRG checks the persisted
RTNEPH database to see if it has been quality con-
trolled, or “bogused,” recently. If it has been bogused
recently (a user-definable time threshold currently set
at 120 min), no new satellite or conventional data are

START

READ PERSISTED
RTNEPH
DATABASE

Y

ASSIMILATE
CONVENTIONAL
NEPHANALYSIS

|

ASSIMILATE
SATELLITE
NEPHANALYSIS

Y

STORE NEW
RTNEPH
NEPHANALYSIS

\
( STOP )

FiG. 9. High-level design of the RTNEPH merge processor.
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allowed to overwrite this eighth-mesh box. Since the
box has been recently bogused by a forecaster, his eval-
uation of the cloud cover is assumed to be more realistic
than a new satellite or conventionally derived nephan-
alysis.

For points without recent boguses, the next step is
to assimilate the gridded conventional observations
from CONRTN with the persisted RTNEPH into a
“combined analysis.” First, where available, the gridded
conventional cloud nephanalysis replaces the persisted
nephanalysis. After this, the merge processor “spreads”
the conventional observations, taking the isolated ob-
servations and allowing their cloud information to be
copied to adjacent eighth-mesh boxes, provided those
boxes didn’t already have conventional data. This ex-
pands the influence of conventional observations so
that a higher percentage of the eighth-mesh boxes
worldwide will have new hourly information. Cur-
rently, high- and mid-cloud observations are spread
two boxes; low clouds, one box; and clear areas, three
boxes. These spreading distances are based on estimates
of how far an observer can see toward the horizon with
varying cloud height. Spreading of any height cloud is
limited to one eighth-mesh box along a coastline. If
two conventional observations could potentially spread
to a new box, the nearer of the two is chosen. If both
are equally distant, the more timely of the two is cho-
sen. If the two are equally timely, the one with the
lesser cloud cover and higher visibility is chosen, since
the observer at the point with less cloud probably was
better able to factor in the cloud cover in that adjacent
area. Finally, spreading is limited in complex terrain.
If the terrain height of the grid point being spread to
is greater than the cloud base, the cloud base is raised
to the terrain height. If the terrain is higher than the
cloud top of the conventional observation being spread,
the spreading to this grid point is not performed.

The method for assimilating the new Automated
Surface Observing System data has not yet been de-
cided.

2} SATELLITE DATA ASSIMILATION

Next, the merge processor assimilates new satellite-
derived nephanalysis data where available. Again, it
considers only boxes that do not have a timely bogus.
The first step here is to fill in missing cloud tops and
bases, both for the conventional observations and the
IR-derived nephanalysis, respectively. To determine
these, a default thickness is added to the available base
or top. The default thicknesses for acceptable RTNEPH
cloud types are listed in Table 4. If no cloud-height
information is supplied by the conventional data, a
climatological value for low, mid, or high cloud base
is assigned, and the cloud top is again calculated using
default thicknesses.

The assimilation philosophy now becomes more in-
volved; it is explained graphically by Fig. 10. For each
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TABLE 4. Default cloud thicknesses used by the
RTNEPH merge processor.

Cloud type Thickness (m)
Cumulonimbus 6500
Stratus 300
Stratocumulus 1800
Cumulus 2000
Altostratus 1000
Nimbostratus 1800
Altocumulus 2000
Cirrostratus 1000
Cirrocumulus 1800
Cirrus 2000

eighth-mesh box, a decision is made concerning which
cloud layers in the combined analysis to use and which
to discard. This decision is based on a comparison of
the timeliness of the combined analysis and the satellite
analysis. If the satellite analysis is older or the same
time as the combined analysis, as would happen if the
DMSP satellite had not flown over the point recently
and the combined analysis provided a new surface ob-
servation, then the final nephanalysis consists solely of
the combined analysis.

If the time for a given box in the satellite nephanalysis
is only slightly newer than the combined analysis time
(“slightly newer” is user definable, currently set at 70-
min-or-less time difference ), then the satellite analysis
is preferentially weighted over the combined analysis.
The general rationale is that the satellite analysis should
be more reliable since it is newer, but it may not detect
low cloud with its threshold method. Thus, if the sat-
ellite detects no cloud, it would be prudent to preserve
a conventional observation’s low cloud but any higher
cloud should already be detected by satellite. However,
if the satellite observation detects any cloud, its full
view of the box is obstructed and all the information
content of the conventional observation should be pre-
served. Thus the algorithm specifies that middle and
high clouds will be stripped from the combined analysis
if the satellite observation indicated clear conditions.
Similarly, if the satellite observation was cloudy, the
layer structure of the combined analysis is preserved.

Next, consider the case when conventional data are
of intermediate age, i.c., the combined observation is
not drastically older than the satellite observation.
Again, “intermediate” is user definable; currently this
refers to a combined nephanalysis time between 70
and 90 min older than the satellite-derived nephanaly-
sis. In this case, mid and high clouds are always stripped
away from the persistence nephanalysis; only the re-
maining low cloud needs to be assimilated with the
satellite nephanalysis into the final cloud analysis. It is
assumed that higher-level clouds, subjected to greater-
magnitude winds aloft, are likely to advect beyond the
eighth-mesh box and thus should be removed in favor
of the more recent satellite input.
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FiG. 10. Venn diagram depicting how cloud layers in the combined nephanalysis data are treated
based on a comparison with the age of the satellite nephanalysis.

If the satellite analysis is much newer, satellite data
totally overwrite the combined nephanalysis. The phi-
losophy here is that beyond this time, the combined
analysis is not useful. This is illustrated in the rightmost
box in Fig. 10.

A few ambiguities remain, notably how satellite
nephanalyses derived from VIS data are assimilated,
how to account for upper-layer clouds obscuring lower-
layer clouds in the satellite-derived analysis, and how
cloud layers are arranged into the final database. For
VIS data, an extra-low cloud layer is added to the final
cloud analysis if a timely VIS-derived observation in-
dicated more cloud than an IR observation. In such a
case, a stratus cloud with a layer amount equal to the
difference between the VIS and IR total cloud amounts
is inserted. The stratus cloud is placed at a height of
620 m above ground level, and the default stratus
thickness from Table 4 is used to calculate the cloud-
top height. The rationale here is that the missed IR
cloud in all likelihood is low cloud or fog because of
the limitations of the IR threshold method.

If the satellite processor detected more than one
cloud layer for the box, the lower layer amounts are
increased to account for the percent that was obscured
by the higher-level clouds. The equation determining
the increase, I, is

I=(CL*CA)/(100 — CA), (7)

where CL is the current layer amount from the IR-
derived satellite nephanalysis, and CA is the layered
cloud amount above; 7, CL, and CA are all expressed
in percent. Then, I is added to CL to determine the
new layer amount.

The final step of the merge processor is to sort the
layers in order of decreasing height of cloud base and,

if necessary, to merge layers together so no more than
four layers exist for a grid point (four is all the
RTNEPH database can hold). If no more than four
layers exist, nothing is done. If more than four exist,
then Table 5 is used to determine compatible cloud
types for merging. Starting with the first layer, each
other layer is searched to determine if it is compatible
for merging. A “1” in Table 5 indicates that cloud types
are compatible. If two layers are compatible, then the
more cumuliform type is chosen, and the higher cloud-
top height and lower cloud-base height are chosen for
the final output. The selection of cloud-layer amount
depends on from which analysis (persistence, conven-
tional, or satellite) the layer was derived. If the two
layers to be merged are both satellite derived, the final
layer cloud amount is the sum of the two layer amounts.
If not, the larger of the two amounts is chosen.
Figure 11 shows a color composite picture simulating
an RTNEPH total cloud analysis after the merge pro-
cessor. This picture is generated from the same cloud

“p”

TABLE 5. A list of compatible cloud types for merging. indicates
that the merging of these two types into one cloud layer is allowed.

CB ST SC CU AS NS AC CS CC

CB 1

ST 1 1 1

SC 1 1 1

CuU 1 I 1

AS 1 1 1

NS 1 1 1

AC I 1 1

CS 1 1 1
CcC 1 1 1
Cl 1 1 1
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F1G. 11. A color composite of the 1550 UTC 27 August 1991 total cloud analysis
synthesized by combining the IR and VIS total cloud analyses. IR-derived clouds
are blue; VIS-derived clouds are yellow; IR- and VIS-derived are white; and clear
areas are black.

analyses shown in Figs. 5 and 8. In this picture, the
infrared and visible total cloud analyses were synthe-
sized and reconverted from their normal eighth mesh
back to 64th mesh for purposes of illustration. Clear
areas are black. Pixels typed as cloudy in the final anal-
ysis by only the IR processor are colored blue; similarly,
pixels typed as cloudy in the final analysis by only the
VIS processor are yellow. Pixels typed as cloudy by
both retain a whitish color. Note that when viewing
the output of the RTNEPH merge processor, the user
would normally also see some scattered areas affected
by conventional cloud reports. In order to simplify the
illustration, these were not included here.

[ The bogus processor (BOGCHG)

The automated algorithms for processing IR, VIS,
and conventional data in the RTNEPH do not always
produce a high-quality cloud analysis. For example,
low clouds often are not well analyzed by NEFSAT’s
IR processing algorithm when the cloud-top temper-
ature is very similar to the ground temperature. Quality
control by trained forecasters is thus an important part
of the RTNEPH. Immediately after a new quarter orbit

of satellite data has been processed by SYNAPS, NEF-
SAT, and NEFMRG, displays of the RTNEPH data-
base and the new satellite imagery are shipped to a
graphics workstation. Using the workstation, trained
forecasters overlay the nephanalysis cloud amounts on
displays of the latest satellite imagery. They note the
areas where, in their judgment, total cloud is not cor-
rectly analyzed, draw a perimeter around the area using
a graphics tablet and mouse, and label points within
the perimeter with a layer cloud amount and type.

Once the whole quarter orbit has been examined by
a forecaster and all misanalyzed areas bounded and
labeled, the bogus information is packed into a file and
shipped back to the UNISYS mainframe, where
BOGCHG, the bogus processor, assimilates the new
changes into the RTNEPH database. Because fore-
casters cannot define a cloud top or base, BOGCHG
must insert the boguses of amount and type and supply
an internally generated cloud top and base. The cloud-
top and -base heights are set from the cloud type defined
in Table 6.

BOGCHG must also rearrange the cloud layers in
a consistent manner, as well as recompute a total cloud.
For example, within a particular area, the RTNEPH
may have originally analyzed 3/g stratus cloud and 1/g
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TABLE 6. A list of the default cloud tops and bases used for
bogused cloud values in the RTNEPH.

Cloud type Base (m) Top (m)
Cumulonimbus 915 9157
Stratus 152 458
Stratocumulus 762 1524
Cumulus 915 2134
Altostratus 2135 3353
Nimbostratus 1829 3658
Altocumulus 2439 4268
Cirrostratus 5487 8231
Cirrocumulus 6097 8536
Cirrus 6097 8536

cirrus, and the forecaster may have added a thin cir-
rostratus layer of 5/g coverage. BOGCHG will redefine
the RTNEPH database to have two cloud layers, a 33
stratus and a 5/g cirrus, and will recompute the total
cloud. The algorithm is described in further detail in
Kiess and Cox (1988).

4, RTNEPH limitations and problems

Users of RTNEPH output need to be aware of its
limitations. Certain things are done well in the
RTNEPH; others are done poorly. This section will
discuss the general accuracy of each of the stored pa-
rameters resulting from the choice of algorithms.
Readers are also referred to Henderson-Sellers (1986)
for a critique of the old 3DNEPH accuracy by climatic
regime.

One of the most frequent misconceptions about the
RTNEPH database is that it is synoptic. Indeed, a new
RTNEPH database is shipped every 3 h to ETAC, but
only those few points in the database with conventional
cloud observations are valid at the synoptic time. The
rest of the final nephanalysis is mostly satellite derived,
and, therefore, rarely valid at the synoptic data time.
The RTNEPH is constrained by its input satellite data,
which comes from polar-orbiting satellites. These sat-
ellites pass over each point on the earth approximately
twice each day (more often near the poles). This guar-
antees large gaps in the temporal frequency at which
a given eighth-mesh box is updated, unless there are
conventional data available for the box. With the 1991
constellation of two DMSP satellites, one that passes
over at approximately 6:00 A.M. and P.M. LST, and the
other that passes over approximately at 9:30 A.M. and
P.M. LST, there are large data gaps through the late
morning, afternoon, and the nighttime hours. Figure
4 illustrates the mosaic look of the input satellite data;
the output RTNEPH has a corresponding mosaic.

The RTNEPH is still far from being able to produce
a perfect cloud analysis even with new satellite data.
AFGWC has coded the RTNEPH to concentrate fore-
most on cloud detection, with less emphasis on cloud
height, thickness, and type determination.
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a. Cloud-amount problems

The RTNEPH must rely mostly on its IR-derived
nephanalysis, since conventional data coverage is sparse
and VIS data is not useful either at night or by DMSPs
with sun-synchronous orbits over the terminator (day/
night boundary). By relying on the IR threshold
method for cloud detection, the RTNEPH is vulnerable
to misinterpreting low cloud amount. Many low clouds
go undetected with the threshold method. This is es-
pecially true for stratus associated with lower-tropo-
sphere temperature inversions that occur at night or
over snow and ice. For these “black stratus™ clouds,
the assumption that the cloud-top temperature is colder
than the ground temperature is invalid. In such cases,
cloud amounts are usually bogused to a more realistic
amount by a trained forecaster.

Even when a cloud top is indeed colder than the
ground temperature, the RTNEPH may misanalyze it.
AFGWC’s surface temperature model and water vapor
attenuation scheme are not perfectly accurate, with a
worldwide land rms error of approximately 3-4 K in
estimating the true IR clear-column temperature. This
inaccuracy causes errors in determining an appropriate
cloud/no-cloud temperature threshold and an over- or
underanalysis of cloud amount. Once again, most of
these errors are corrected by forecasters during the
quality control process.

Another serious problem of the RTNEPH database
is the tendency to overanalyze clear or totally cloudy
conditions and underanalyze the extent of partly cloudy
scenes. This results from the SGDB’s large pixel size
(6 km) and the assumption that each of the 64 pixels
within an eighth-mesh box is either totally clear or to-
tally cloudy, rather than fractionally covered with
cloud. For this cloudy/clear assumption to be more
accurate, the pixel size in general would have to be
much smaller (Wielicki and Welch 1986). The con-
sequence of this is shown in Fig. 12, a plot of the fre-
quency of distribution of total cloud for the IR-, VIS-,
and conventionally derived nephanalyses. Both the
IR- and VIS-derived analyses show a markedly stronger
tendency to analyze no cloud cover or complete cloud
cover than the conventional analysis. Admittedly, sur-
face-based observations are biased toward partly cloudy
analyses, but are more likely to represent an accurate
frequency distribution of total cloud than the RTNEPH
satellite-derived analyses.

The accuracy of layered cloud amounts is even more
suspect. Unless a point is supplemented with a con-
ventional observation, the RTNEPH has no way of
detecting low- and midlevel clouds when there is an
obscuring high-level cloud deck, or of assigning an ac-
curate cloud thickness.

b. Cloud-height problems

The accuracy of cloud heights in the RTNEPH has
not been extensively studied. However, it is believed
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FIC. 12. A frequency distribution of Northern Hemisphere total cloud amount for 1200 UTC 28 August 1991, derived from the
RTNEPH conventional analysis, the IR-derived nephanalysis, and the VIS-derived nephanalysis.

the RTNEPH both underanalyzes the frequency of thin
clouds, especially cirrus, and generally places these
clouds at lower-than-appropriate elevations (Hender-
son-Sellers 1986). Once again, this problem results
from the assumption that each pixel is either totally
cloudy or totally clear and that each cloudy pixel has
an IR emissivity of 1.0. Thus, the RTNEPH assumes
that no upwelling radiation from the surface is trans-
mitted through the cloudy pixel, when, in truth, this
frequently happens. As a result, the actual cloud tem-
perature is often much colder than the pixel’s satellite-
measured brightness temperature, and yet pixel tem-
perature is used as the representative temperature of
the cloud top when determining its height.

¢. Cloud-typing problems

As explained in section 2, RTNEPH cloud typing is
based on two simple criteria: the cloud height, and the

pixel grayshade variance within a layer cloud grayshade
interval. This simple typing method does an adequate
job of differentiating between cumuliform and strati-
form clouds, but little ¢lse. Errors in cloud height cause
cirriform and midlevel clouds to be incorrectly typed
as lower clouds due to the simplifying assumption of
a cloud emissivity of 1.0.

A final typing problem is an overabundance of cu-
mulonimbus clouds. This overabundance results from
a low height threshold for cumulonimbus in NEFSAT.
This problem will be corrected in the near future.

5. Planned improvements

The RTNEPH, as described in section 2, was recently
upgraded with a new regression scheme to estimate
water vapor attenuation to produce a highly accurate
clear-column IR temperature estimate. Also, the sur-
face temperature analysis and forecast model was re-
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placed. Both of these should increase the model’s ability
to discriminate between low clouds and the surface.
AFGWC hopes to improve the RTNEPH further. The
following improvements will be made, funding and
manpower permitting.

a. Visible data-processing improvements

As of May 1991, the RTNEPH processed VIS data
from only the daylight quarter orbits on the DMSP F9
satellite, which passed overhead at approximately 0930
LST. Follow-on DMSPs were planned to be in orbits
nearer the terminator, making the use of VIS data more
complicated. At the lower solar-elevation angles that
would accompany these new orbits, sunglint over water
will become more pronounced, as will the variation of
land albedo from the eastern edge of the satellite pass
to the western edge. AFGWC has a technology tran-
sition project with the U.S. Air Force’s Phillips Lab
(PL) Satellite Meteorology Branch to study possible
improvements in processing VIS data. Under this
agreement, PL develops research-grade algorithms, tests
them, and then transfers the prototype code to AFGWC
for implementation. The likely approach to improving
VIS processing will be to perform bidirectional reflec-
tance calculations to more precisely determine the sur-
face clear-column albedo. Phillips Lab has not vet de-
cided whether these calculations will be taken from
previously derived NIMBUS-7 calculations (Taylor
and Stowe 1984) or rederived specifically to the DMSP
VIS sensor.

Another likely improvement to VIS data processing
will be the incorporation of an algorithm to correct for
the dependence of cloud cover on viewing angle. Typ-
ically, the analyzed cloud amount increases with in-
creased viewing angle (i.e., as the satellite’s VIS/IR
data sensor scans obliquely, rather than straight down).
Phillips Lab will probably select for transfer the algo-
rithm developed by Snow (1990) and validated by
Minnis (1989). This algorithm assumes a domed, cy-
lindrical cloud shape and permits determination of ac-
tual cloud fraction from the apparent cloud amount.

b. Improved satellite database

The RTNEPH may be significantly improved by
redesigning the front-end database, the SGDB, used to
archive the satellite data that feeds into NEFSAT. Cur-
rently, this database can not archive any NOAA/
AVHRR multispectral data or geostationary satellite
data. Further, it cannot store DMSP data at its full
spatial resolution (3 km) and temperature resolution
(256 grayshades, or ~0.5 K between adjacent gray-
shades). Redesigning this database will allow storage
of both data sources at their highest resolutions. This
will improve the RTNEPH by providing more data
and by making the analysis truly more synoptic,
thereby enhancing the nephanalysis quality. Further-
more, the smaller pixel size will reduce the errors due
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to subpixel-resolution clouds. This improvement must
wait until AFGWC computer facilities are upgraded,
however.

¢. Multispectral and GOES data processing

If a new satellite database becomes available and
there are sufficient computational resources, AFGWC
plans to develop new algorithms to process multispec-
tral data from the AVHRR sensor aboard NOAA polar-
orbiting satellites. This AVHRR sensor supplies a wider
range of available imagery [two VIS channels, one 0.55
t0 0.70 um, and one 0.72 to 1.1 um; two IR channels,
one 10.3t0 11.3 um, and one 11.5 to 12.5 um; and an
intermediate channel (3.5 to 3.9 um)]. Most of the
techniques rely on interchannel comparisons of reflec-
tivities or brightness temperatures. These are useful for
low cloud detection, snow/cloud discrimination, cirrus
detection, and the tendency for the nephanalysis to
underanalyze the frequency of partly cloudy scenes—
some of the most notable problems with the current
RTNEPH. The most likely candidate algorithms are
discussed in Saunders and Kriebel (1988), d’Entre-
mont (1986), and Allen et al. (1990). These algorithms
could also be used for the processing of DMSP mul-
tispectral data when it is available (possibly mid-to-
late 1990s). Also, AFGWC has just begun to explore
ways GOES-Next and other geostationary satellite in-
formation can be included.

6. Concluding remarks

The U.S. Air Force Real-Time Nephanalysis model,
the RTNEPH, has been described in detail. Along with
its predecessor, the 3DNEPH, it has been providing
global cloud-analysis data for 20 years. These data are
quite useful for numerical model initialization and
verification, and also for climate studies that need
cloud information for radiation feedback processes.
3DNEPH (1970-1983) and RTNEPH ( 1983-present)
cloud-analysis data are available to the scientific com-
munity. Civilian users should contact Customer Ser-
vices, National Climatic Data Center, Federal Building,
Asheville, NC 28801; telephone (704) 259-0682. Mil-
itary users should contact the U.S. Air Force Environ-
mental Technical Applications Center, Federal Build-
ing, Asheville, NC 28801-2723; telephone (704) 259-
0224,
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