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ABSTRACT

Previous atmospheric general circulation model (AGCM) experiments revealed that atmospheric re-
sponses to a tropical Atlantic sea surface temperature anomaly (SSTA) were asymmetric with respect to the
sign of the SSTA. A positive SSTA produced a south–north dipole in geopotential heights, much like the
North Atlantic Oscillation (NAO), while a negative SSTA yielded an eastward-propagating wave train, with
the northern lobe of the NAO absent.

Here these height responses are decomposed into components that are symmetric or antisymmetric with
respect to the sign of the SSTA. The symmetric, or notionally linear, component is a nearly south–north
dipole projecting on the NAO, while the antisymmetric, or notionally nonlinear, component is a different
dipole. Experiments with a diagnostic linear baroclinic model (LBM) suggest that both components are
maintained primarily by transient-eddy forcing. Dynamical mechanisms for the formation of the two com-
ponents are explored using the LBM and a nonlinear barotropic vorticity equation model (BVM). Tran-
sient-eddy feedback is sufficient to explain the linear response. The NAO-like linear response occurs when
the initial heating induces transient-eddy forcing in the exit of the Atlantic jet. The structure of the
background absolute vorticity in this region is such that this transient-eddy forcing induces a nearly north–
south dipole in anomalous geopotential heights. When the nonlinear self-interaction of this transient-
induced low-frequency perturbation is included in the BVM, the dipole axis tilts to the east or west,
resulting in a response that is nonlinear about the sign of the forcing.

1. Introduction

Forcing of the extratropical atmosphere by anoma-
lous sea surface temperatures (SSTAs), especially in
the Tropics, can generate potentially predictable vari-
ability on time scales—seasonal to decadal—that can-
not arise from internal atmospheric processes alone.
Thus it is of both practical and scientific interest to
understand, in some detail, how the extratropical atmo-
sphere responds to such forcing. The extratropical re-
sponse is conventionally estimated from the difference
between the seasonal mean circulation when the tropi-

cal ocean is warmer than usual relative to when the
tropical ocean is cooler (e.g., van Loon and Rogers
1981), or as the linear regression of circulation anoma-
lies against an SSTA index (Horel and Wallace 1981).
Implicit in these approaches is the assumption that the
atmospheric response is approximately linear. Re-
sponses in atmospheric general circulation models
(AGCMs), however, exhibit considerable nonlinearity
(Kushnir et al. 2002), with respect to the sign of forcing
(e.g., Pitcher et al. 1988; Kushnir and Lau 1992; Drevil-
lon et al. 2003; Peng et al. 2002, 2003; Magnusdottir et
al. 2004; Lin and Derome 2004), and with respect to the
spatial structure of forcing (e.g., Sutton et al. 2000; Rob-
inson et al. 2003; Deser et al. 2004). These nonlineari-
ties were denoted “sign nonlinearity” and “additive
nonlinearity,” respectively, by Robinson et al. (2003).
An atmospheric response can be separated into two
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components, the linear and the nonlinear. The struc-
tures of these components are usually different, and
they may arise from different dynamics.

Two mechanisms have been invoked to explain the
linear response: wave propagation and transient-eddy
feedback. Planetary wave propagation accounts for the
Pacific–North American (PNA) linear response to El
Niño/La Niña SST forcing (Hoskins and Karoly 1981;
Simmons 1982). It may play a role in the formation of
the North Atlantic Oscillation (NAO; Branstator 2002).
Transient-eddy feedback can be understood as com-
prising several steps (Lau and Nath 1991; Lin and Der-
ome 1995; Peng and Whitaker 1999; Peng et al. 2003,
hereafter PRL03): the tropical heating anomaly initially
induces a thermally forced quasi-stationary disturbance
that propagates into the extratropics. This anomalous
flow acts on the storm track, modulating the organiza-
tion of synoptic eddies and inducing anomalies in the
transient-eddy forcing of the time-averaged flow. The
anomalous transient eddy modifies the initial heating-
induced response, and the resulting changes in the
quasi-stationary flow further influence the eddies.
Through this interaction, the transient-eddy-induced
component of the quasi-stationary anomaly tends to be
reinforced while the component directly induced by
anomalous heating may be damped. When direct re-
sponses to the heating and to the transient feedback are
weak, each step in this process is predominantly linear.
Thus, the eddy feedback mechanism can explain es-
sence of the linear response.

Nonlinearity can arise from both thermodynamics
and dynamics. Thermodynamically, a “built-in” nonlin-
earity exists in the bulk formulas for the sensible and
latent heating fluxes at the sea surface, due to the quasi-
exponential dependence of saturation vapor pressure
on temperature and the multiplicative dependence of
heat and momentum fluxes on the surface wind speed.
Also, tropical convection and rainfall depend on the
full SST, rather than the SST anomaly. This nonlinear-
ity contributes to the asymmetric atmospheric response
about the sign of the SSTA in the eastern equatorial
Pacific (Hoerling et al. 1997; Hoerling and Kumar
2002). Dynamically, the direct extratropical response to
tropical thermal forcing alters the midlatitude flow and
modifies the propagation of stationary waves. The di-
rect response can also affect the position of the sub-
tropical critical line, thereby influencing the reflection
of planetary waves (Robinson et al. 2003). Finally, in
the eddy feedback mechanism, nonlinearity can be in-
duced when the thermal or transient-eddy forcing is
sufficiently strong. This was confirmed by PRL03, in
addressing the nonlinear response to the North Atlantic

SST tripole, and also by Lin and Derome (2004) in their
study of the nonlinear responses to El Niño/La Niña.

Significant sign nonlinearity was found in recent
AGCM studies of the influence of North Atlantic
SSTA on the North Atlantic Oscillation (NAO). The
NAO is the leading pattern of variability over the
North Atlantic in winter over a broad range of time
scales. Its formation is primarily attributed to the pro-
cesses internal to the atmosphere, especially the inter-
action of synoptic eddies with the quasi-stationary flow.
A reasonable null hypothesis is that the NAO is driven
entirely by processes internal to the atmosphere, and
with any longer-term variations appearing as a conse-
quence of sampling, or “climate noise” (Feldstein
2000). This is supported by the fact that NAO-like fluc-
tuations emerge in AGCM experiments forced with the
climatological SSTs (e.g., Barnett 1985; Saravanan
1998). This null hypothesis cannot, however, account
for decadal variations in the NAO alone, such as its
increasing trend over the second half of the twentieth
century (e.g., Hoerling et al. 2001). An alternative hy-
pothesis is that the NAO is modulated by the underly-
ing ocean on seasonal to decadal time scales. This al-
ternative hypothesis drives the recent interest in the
possible influence of the SST (e.g., Sutton et al. 2000;
PRL03) or of air–sea coupling on the NAO (e.g., Peng
et al. 2005, hereafter PRLH; Li et al. 2006a,b). Obser-
vational analyses suggest that at least two Atlantic SST
patterns are linked to the NAO. One is the North At-
lantic tripole, the leading pattern of wintertime SST
variability linearly related to the NAO (see PRL03).
The other is a Pan-Atlantic SSTA pattern (Czaja and
Frankignoul 2002, hereafter CF02), comprising the ex-
tratropical “horseshoe,” with warm waters southeast of
Newfoundland surrounded by cold waters on the east
side of the Atlantic, and an equatorial warm anomaly
(see Fig. 2 in CF02; also Fig. 1 in PRLH). CF02 found
that the Pan-Atlantic SST pattern leads the wintertime
NAO by up to four months.

Whether the SST tripole can induce the NAO was
addressed in AGCM experiments (e.g., Sutton et al.
2000). PRL03 addressed this problem in 100-member
ensembles using a version of the National Centers for
Environmental Prediction (NCEP) atmospheric sea-
sonal prediction model (Kanamitsu et al. 2002), with
T42 spectral truncation and 28 sigma levels. Two sets of
experiments were performed, applying the tripole
SSTA added to or subtracted from the seasonally vary-
ing SST climatology. The model responses exhibit
asymmetry with respect to the sign of the forcing: a
wavelike response to the positive tripole and a negative
NAO-like response to the sign-reversed tripole. The
linear (sign symmetric) component of the response is
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NAO-like, whereas the nonlinear (sign antisymmetric)
component is a dipole tilted to the northeast, with its
positive lobe over Iceland and its negative lobe over
Iberia. Experiments with a linear baroclinic model
(LBM) and a statistical storm-track model (STM) re-
vealed that the aforementioned eddy feedback mecha-
nism was the dominant source of the linear response.
The nonlinear response was also studied using the LBM
and STM, modifying their basic states to include the
influence of heating- or transient-induced quasi-
stationary perturbation. The results reveal that the self-
interaction of the quasi-stationary response to diabatic
heating is the primary source of the nonlinear response,
although it is reinforced by transient eddy feedback.

AGCM studies have also addressed the NAO re-
sponse to the Pan-Atlantic SSTA (e.g., Drevillon et al.
2003). PRLH performed ensemble experiments, forcing
the same NCEP AGCM with the extratropical (horse-
shoe pattern) or the tropical component (shading in
Fig. 1d here) of the Pan-Atlantic SSTA. The response
to the horseshoe pattern is baroclinic, with little pro-
jection on the NAO. In contrast, the tropical portion of
the Pan-Atlantic SSTA produced a robust NAO re-
sponse. The response to the tropical forcing is nonlin-
ear with respect to its sign. In late winter (February–
April) a positive tropical anomaly induces a negative
NAO, while the response to a negative anomaly is a
wave train (Figs. 1 and 8 of PRLH), which is even more
significant through the whole cold season (October–
April; not shown).

Here we extend the results of PRLH, by addressing
the atmospheric dynamics of the response to tropical
Atlantic SST forcing. We focus on the role of transient
eddy feedback in generating the NAO, and on the
sources of nonlinearity in the response. For the linear
response, following PRL03, we perform a sequence of
linear model experiments. These confirm the impor-
tance of the eddy feedback mechanism. A more de-
tailed diagnosis of the dynamics reveals that only tran-
sient forcing located in the jet exit contributes to the
NAO response. This can be attributed to the structure
of background vorticity around the jet exit. For nonlin-
ear response, we use a nonlinear barotropic vorticity
equation model (BVM), the results of which indicate
that the self-interaction of the response to eddy forcing
is the principal source of nonlinearity. The paper is
organized as follows. Section 2 introduces the diagnos-
tic models. In section 3, the maintenance of the linear
and nonlinear components of the response is diagnosed
using LBM experiments. In section 4, the formation of
these two components is investigated through LBM and
BVM experiments. The final section includes a sum-
mary and discussions of the results.

2. Diagnostic tools

a. Linear baroclinic model

In atmospheric circulation studies, it is often desir-
able to diagnose the relative importance of various
forcings, such as anomalous diabatic heating and the
convergence of the transient-eddy vorticity flux, in
maintaining a quasi-steady anomalous flow, or to de-
termine the direct response to a specific forcing. This
can be accomplished using a linear model. There are
two alternative approaches to obtain steady linear
model solutions. One is to invert the linear model op-
erator, as in Ting and Lau (1993). The other is to inte-
grate a time-dependent linearized model until a steady
response is reached, as in Peng and Whitaker (1999).

The present LBM is the same as that used by Peng
and Whitaker (1999). It is a time-dependent spectral
model with a horizontal resolution of T21 and 10
equally spaced pressure levels. No topography is pre-
scribed. The linearization is about a three-dimensional
time-mean flow. The model treats the diabatic heating
and the transient-eddy flux of vorticity as forcings. The
basic state is the February–April mean of 100 AGCM
control runs. Rayleigh friction and Newtonian damping
have rates of (1 day)�1 at the lowest level and (7 days)–1

at other levels. Biharmonic horizontal diffusion with a
coefficient of 2 � 1016 m4 s�1 is applied everywhere,
and Fickian thermal diffusion with a coefficient of 2 �
106 m2 s�1 is included to represent the heat fluxes by
transient eddies. With these values for dissipation and
diffusion, the different basic states are stable, and a
steady response to a forcing is reached after about 30
days. Averages over the final 5 days of 30-day integra-
tions are used to approximate the steady linear re-
sponses.

b. Storm-track model

There is a two-way interaction between the time-
mean flow and synoptic-scale eddies (e.g., Branstator
1992). On the one hand, anomalous eddy activity in-
duces a time-mean flow anomaly, which can be esti-
mated using the LBM described above. On the other
hand, a time-mean flow anomaly will modulate the or-
ganization of synoptic eddies and result in anomalies in
the transient-eddy forcing. Various approaches have
been taken to estimate the transient-eddy responses to
an anomalous flow (see references in PRL03). We use
the same statistical STM developed in PRL03. It is con-
structed by performing a multiple linear regression of
the anomalous transient-eddy forcing against the
anomalous time-mean flow. The time-mean flows are
the February–April monthly mean geopotential
heights, and the transient-eddy forcing is the stream-
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function tendency, also monthly means, due to the tran-
sient-eddy vorticity flux. Transient eddies are defined
as those with time scales less than 9 days. The regres-
sion is performed using output from the AGCM control
runs north of 20°N and using the 40 leading EOFs of
both fields.

c. Barotropic vorticity equation model

A nonlinear barotropic model is used to diagnose the
mechanisms that lead to nonlinearity in the responses

to tropical forcing. The use of a barotropic model for
this purpose is supported by the equivalent barotropic
nature of the responses (Figs. 1b,f). Our BVM is
formed by adding linear damping and additional forc-
ing to the barotropic model used by Held and Phillips
(1987). A detailed description is available in the docu-
mentation for the dynamical core of the Geophysics
Fluid Dynamical Laboratory (GFDL) Flexible Model
System (FMS; www.gfdl.noaa.gov/�fms/). The model
equation is

FIG. 1. February–April mean response of geopotential heights at (a), (e) 500 hPa and (b), (f) in the
cross section along 45°N, (c), (g) 300-hPa transient vorticity forcing expressed as streamfunction ten-
dency, (d), (h) and tropical precipitation. (a)–(d) The positive SSTA and (e)–(h) the sign-reversed
SSTA. Units: gpm in (a), (b), (e), (f); m2 s�2 in (c), (g); and mm day�1 in (d), (h). Shading indicates
significance at the 95% level estimated by Student’s t test, except for (d) where it represents the SSTA
used for the experiments with contours from 0.3° (lightest) to 1.2°C (heaviest).
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This equation is resolved in spectral space at a triangu-
lar 85 (T85) truncation. The diffusion coefficient � is
1.0 � 104 m8 s�1, and the linear damping coefficient 	 is
2.0 � 10�6 s�1, corresponding to an e-folding time of 5.8
days. The model time step is 20 min. With these values
for dissipation, a steady response to an external forcing
is achieved after 30 days. Thus, the model is integrated
for 50 days, and the average solution from days 31
through 50 represents the equilibrium response. The
model uses the February–April 300-hPa basic state de-
rived from the AGCM control runs. The vorticity forc-
ing needed to maintain the AGCM climatological zon-
ally asymmetric flow is constructed so that the AGCM
climatological flow is an exact solution of the BVM.
This forcing is obtained by calculating the vorticity ten-
dency over a single time step when the BVM is initial-
ized with the AGCM climatology. The forcing is then
given by –1 times the resulting tendency. The BVM
response to additional forcing is then the difference
between the equilibrium responses with and without
this additional forcing added to the climatological forc-
ing.

3. Maintenance of the linear and nonlinear
responses

Hereafter, the ensemble time-mean flow in the
AGCM experiments with a positive or negative SSTA
is denoted 
P� and 
N�, and that with the climato-
logical monthly SST (the control experiments) is de-
noted 
C�. Thus, the modeled atmospheric responses
to the positive and negative SSTA are 
P� � 
C�
and 
N� � 
C�. The symmetric response with re-
spect to the sign of the SSTA includes any linear re-
sponse, whereas any response that is antisymmetric
with respect to the sign of the SSTA is necessarily non-
linear. Therefore, following PRL03 and Drevillon et al.
(2003), the linear component of the response to this
SSTA is approximated by 
L� � (
P� � 
N�)/2,
and the nonlinear component is approximated by

NL� � [(
P� � 
C�) � (
N� � 
C�)]/2. It
should be kept in mind, however, that 
L� includes
any response that varies with an odd power of the
SSTA, and need not be strictly linear.

Figures 2a,d show the linear and nonlinear AGCM
500-hPa height responses. The linear response (Fig. 2a)
resembles the NAO, while the nonlinear component
(Fig. 2d) is a different dipole, which is more obvious in
the response through the whole cold season, October–
April (not shown). The response to the positive SSTA

(Fig. 1a) more closely resembles the linear response
than that to the negative SSTA (Fig. 1e). The linear and
nonlinear components of 300-hPa transient forcing
(Figs. 2c,f) largely resemble the corresponding compo-
nents of 500-hPa height response (Figs. 2a,d).

Anomalous transient-eddy vorticity forcing and dia-
batic heating are the primary forcings that maintain
quasi-steady atmospheric anomalies (e.g., Branstator
1992; Lau and Nath 1991; PRL03). To calculate the
transient-eddy vorticity forcing, a “poor man” filter is
used to isolate motions with time scales less than 9 days
(PRL03; Li 2004). Anomalous diabatic heating is cal-
culated from six diabatic heating variables from the
AGCM daily output, that is, the large-scale condensa-
tional heating, heating by deep and shallow convection,
heat transport by vertical diffusion, and longwave and
solar radiative heating. The horizontal distribution of
the total anomalous heating is largely captured by the
anomalous precipitation. The February–April mean
anomalous transient-eddy forcing for the positive and
negative SSTA cases (Figs. 1c,g) exhibits a similar
asymmetry with respect to the sign of the SSTA, as do
the geopotential responses (Figs. 1a,e). In contrast, the
precipitation anomalies are nearly symmetric about the
sign of the SSTA (Figs. 1d,h). The anomalous transient
forcing and diabatic heating are interpolated to the 10
equally spaced pressure levels and the T21 horizontal
grids of the LBM. The separate contributions of these
two forcings to maintaining the AGCM response are
analyzed using the LBM. The summed LBM response
to the two forcings largely reproduces the AGCM re-
sponse, albeit with a weaker amplitude, for these two
SSTA cases (Figs. 2b,e). As was discussed in PRL03,
these weak amplitudes likely result from the limitation
of the linear dynamics and from the differences be-
tween the AGCM and the LBM. Because the ampli-
tude of the LBM response depends on the strength of
the dissipation, that the spatial patterns obtained by the
LBM and the AGCM are similar is most significant.

Comparing Figs. 2a and 2b shows that the linear com-
ponent of the AGCM response is largely maintained by
a combination of heating and transient-eddy forcing,
while Figs. 3a,b show that the transient-eddy forcing is
more important, especially north of 40°N. For the non-
linear component (Figs. 2d,e and 3c,d), transient-eddy
forcing is more important almost everywhere. This is
consistent with the evident asymmetry between the
anomalous transient forcings (Figs. 1c,g; also Fig. 2f),
and also with the lack of asymmetry between the
anomalous precipitation for the opposite signs of SSTA
(Figs. 1d,h). Overall, the transient-eddy forcing is more
important than heating in maintaining both the linear
and nonlinear responses to the tropical SSTA, consis-
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tent with what PRL03 found for the response to the
North Atlantic tripole.

4. Origins of linear and nonlinear responses

a. Origin of the linear response

The modeled NAO-like linear response in Fig. 2a has
a strength of about 20 mK�1 and a signal-to-noise ratio
of about 20/65 � 30%, given that the model’s atmo-
spheric internal variability, represented by the standard
deviation of February–April monthly mean geopoten-
tial heights, is about 65 m near the location of the
strongest height response. Thus, in this model, and pre-
sumably in the atmosphere, variability in the NAO is
primarily stochastic, even in the presence of significant
SST anomalies. The relatively small SST response is of
interest, however, because of its potential persistence
and predictability. Here we explore the dynamics of
that response using our LBM.

An idealized heating (Fig. 4a) is prescribed to repre-
sent the heating initially induced by the SSTA. It is
designed to resemble the AGCM heating anomaly in
early winter more than in late winter (cf. Fig. 10 in
PRLH). The early winter heating anomaly may be less
influenced by the extratropical circulation feedback be-
cause the extratropical response has not yet fully de-
veloped. This heating is stronger than that diagnosed
from the AGCM experiments, in order to compensate
for the weakness of responses in the LBM (see PRLH).
Modest changes to its vertical profile or horizontal
shape have little effect on the structure of the resulting
response. The LBM 300-hPa geopotential response
(Fig. 4b) is wave train–like, similar to that obtained by
PRLH (their Fig. 12). This is the direct linear response
to tropical heating.

When this linear response acts on the storm track, it
induces anomalous transient-eddy activity. Figure 4c
shows the anomalous transient-eddy forcing—specifically

FIG. 2. (a)–(c) Symmetric and (d)–(f) antisymmetric component of 500-hPa height response and
300-hPa Transient vorticity forcing. (a), (d) Height response in the AGCM and (b), (e) combined height
response in the LBM to the anomalous transient-eddy forcing and to the anomalous diabatic heating.
(c), (f) Transient vorticity forcing. Units: gpm in (a), (b), (d), (e), and m2 s�2 in (c), (f). Shading indicates
significant at the 95% level.
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the streamfunction tendency at 300-hPa due to transient-
eddy vorticity fluxes—computed by applying the linear
response shown in Fig. 4b to the STM. The response to
this transient-eddy forcing (Fig. 4d), calculated by apply-
ing it to the LBM, reinforces the direct response to tropi-
cal heating. Moreover, it resembles the linear component

of the AGCM response shown in Fig. 2a, with a strong
projection on the NAO. When this feedback loop be-
tween eddy forcing and the linear response is carried
through additional steps, using the STM to derive addi-
tional eddy forcing that is then applied to the LBM, the
result (not shown) more closely resembles the NAO.

FIG. 4. (a) In-depth averaged heating rate of an idealized heating with the maximum at 600 hPa. Unit:
K day�1. (b) LBM 300-hPa geopotential height response to the idealized heating in (a). Unit: gpm. (c)
STM-predicted 300-hPa transient-eddy forcing response to the anomalous flow in (b). Unit: m2 s�2. The
components shaded and marked with S, M, and N have their individual influences compared in Fig. 5.
(d) LBM 300-hPa geopotential height response to the anomalous transient forcing in (c). Unit: gpm.

FIG. 3. The 500-hPa height response in the LBM (a), (c) to the anomalous transient forcing and (b),
(d) to the anomalous diabatic heating, respectively. Unit: gpm.
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Since both the LBM and the STM are linear models, the
result of such an iterative procedure can explain only the
linear part of the GCM response. The results suggest that
this linear response is largely maintained by transient-
eddy forcing. Thus, the eddy feedback mechanism pro-
posed by Peng and Whitaker (1999) applies to the present
tropically forced response, as it did to the midlatitude
SSTA case they considered.

b. Dynamics of linear dipolar response

The transient forcing in Fig. 4c comprises three cen-
ters of action, marked “S,” “M,” and “N” (for south,
middle, and north) in the figure. A previous study of
the effects of Pacific transient-eddy forcing (Li et al.
2006b) suggests that only forcing in the core of the jet
exit induces a meridional dipole, while forcing else-
where induces localized or wave train responses. To
explore the generality of that result, we perform addi-
tional LBM experiments using the combined or sepa-
rate components of the transient-eddy forcing. Figure
5a shows the response to the transient-eddy forcing in
all three shaded regions in Fig. 4c. The forcing is ap-
plied only in regions over the Atlantic where the
streamfunction tendency at 250-hPa is stronger than 1.5
m2 s�2. The pattern of the response resembles that to
the global transient-eddy forcing (cf. Fig. 5a with 4d),
although, because some forcing is excluded, the ampli-
tude is reduced by about 20%. Responses to each cen-
ter are shown in Figs. 5b,c,d. The main source of the
dipolar response is the middle center, which is in the jet

exit, while the other components do not contribute sig-
nificantly to the dipole.

To investigate further whether forcing in the jet exit
is critical for producing a dipole, additional LBM ex-
periments are performed with idealized forcing center-
ing in different locations, indicated by the dots in Fig.
6c. The strength of the idealized transient-eddy forcing
is approximately 5 times that diagnosed from the
AGCM responses. Such amplification should influence
only the amplitude, not the pattern of the response in
the LBM. Figures 6a,b show its vertical profile and spa-
tial pattern, expressed as a streamfunction tendency.
These are based on the transient-eddy forcing that
arises in the AGCM. The results are insensitive to mod-
est modifications in the shape and profile of the forcing.
Figure 7 displays examples of the responses to forcing
in different locations. Only forcing in the jet exit, such
as at 40°N, 40°W, induces an NAO-like dipolar re-
sponse. Forcing elsewhere induces either a localized or
a wave train response. These results are consistent with
the Pacific case discussed by Li et al. (2006b). One com-
mon response feature for all those forcing cases is the
cyclonic negative height response downstream. The
unique feature for the NAO-like dipole response is the
anticyclonic positive height anomaly just north of the
negative height response (Fig. 7e). Thus, understanding
the formation of the northern lobe is the key to under-
standing the NAO-like responses.

Rossby wave propagation depends on the advection
of absolute (or potential) vorticity up or down its basic-

FIG. 5. Same as in Fig. 4d, but to the combined or individual anomalous transient forcing components
shaded in Fig. 4c: (a) to the combined and (b)–(d) to the northern, middle, and southern components,
respecitvely. Unit: gpm.
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state gradient by perturbation winds. When basic-state
vorticity contours are zonal, linear Rossby waves must
have a zonal component to their propagation, and
purely meridional dipoles are impossible. Meridional
dipoles can result either when the forcing is dipolar,
which is not the case in Fig. 5c or Fig. 7e, or when the
basic-state vorticity contours deviate from zonality. Fig-
ure 8a shows the idealized forcing and the resulting
geopotential height response, superimposed on the
contours of basic-state absolute vorticity, when the
forcing is centered at 40°N, 40°W, while Fig. 8b shows
a schematic of the response. Obviously the basic-state
absolute vorticity deviates strongly from zonality over
the region of the NAO-like response. Whether this de-
viation contributes significantly to the formation of this
northern lobe of the dipole can be determined from a
diagnosis of the terms in the linearized vorticity equa-
tion:

���

�t
� �u

���

�x
� 	

���

�y
� u�

��

�x
� 	�

��� � f�

�y
� �� � f�

�
�

�p

� K��� � ��2�� � Feddy, �2�

where � is the relative vorticity, primes denote pertur-
bation quantities, and overbars denote basic-state
quantities. In this equation, (
 � f)(���/�p) is the
stretching term. Calculations suggest that this term,
along with the linear damping and diffusion terms, is
unimportant for the vorticity budget in comparison
with the first four terms on the right side. Area means,
over the north and south lobes of the response, of these

four terms were calculated, and the results are summa-
rized in Table 1. For the negative vorticity of the north-
ern lobe, the most important vorticity source is the term
�u�(�
/�x), that is, the zonal advection of background
vorticity by perturbation wind. The northward lobe can,
therefore, be considered the local response to the zonal
advection of basic-state vorticity due to the cyclonic
circulation induced by the eddy forcing. This confirms
the importance of the zonal gradient of background
vorticity in forming such a dipolar response.

Additional LBM experiments are performed using a
zonal symmetric basic flow (lacking a zonal gradient of
basic-state vorticity). The results (not shown) suggest
no south–north dipole response regardless of the lati-
tude of the forcing. Thus, the dipolar linear response to
the transient forcing locating at the jet exit can be in-
deed attributed to the substantial zonal gradient of
background vorticity.

c. Dynamics of nonlinear response

As discussed in PRL03, the sign asymmetry in the
SST-induced response may result from various nonlin-
ear interactions involving the heating- and eddy-
induced anomalous flows. This issue is investigated by
performing experiments with the BVM driven by the
heating-induced transient vorticity forcing shown in
Fig. 4c. We seek to determine the contribution of the
nonlinear self-interaction of the transient-eddy-induced
quasi-stationary perturbation to the sign nonlinearity
by considering the sensitivity to the sign and the
strength of this transient-eddy forcing. To give promi-

FIG. 6. (a) Vertical profile and (b) in-depth mean of an idealized transient forcing, with the maximum
location shifted around the exit sector of the jet [solid circle dots in (c)]. (c) The contour indicates the
February–April mean 300-hPa zonal wind in the control runs. Unit: m2 s�2 in (a), (b) and m s�1 in (c).
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nence to primary signals, the tripolar forcing compo-
nents shaded in Fig. 4c are used for the BVM experi-
ments. The strength of the vorticity forcing is varied by
a multiplicative factor between 1 and 10. Figure 9 shows
the BVM response for two strengths of forcings. For the
original heating-induced forcing, the weaker one, the
response is symmetric about the sign of the forcing. It
projects on the NAO, though not as strongly as the
linear baroclinic response shown in Fig. 5a. For the
stronger forcing, with the strength multiplied by a fac-
tor of 8, nonlinearity is more evident, and the sign
asymmetry resembles that obtained from the AGCM
results. The response to the positive forcing is a meridi-
onal dipole projecting on the NAO, while the response

to the sign-reversed forcing exhibits a stronger wave
train component. The magnitude of the nonlinear com-
ponent is about one-third as big as the linear, also con-
sistent with that in the AGCM (cf. Figs. 9c and 2d).
Furthermore, when the individual components of the
transient-eddy forcing component are used to force the
BVM, the results reveal that such a nonlinearity is pri-
marily induced by the middle component in the jet exit.

The BVM results suggest that nonlinear barotropic
vorticity dynamics may contribute to the sign nonlin-
earity of the response in the AGCM. This nonlinearity
emerges, however, only when the strength of the forc-
ing is significantly enhanced from that in the AGCM.
On the one hand, this may be due to the limitation of

FIG. 7. Examples of LBM 500-hPa height response to the idealized transient forcing with various
locations in Fig. 6. Unit: gpm.
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barotropic dynamics in describing the interaction be-
tween the synoptic baroclinic eddy and basic flow, al-
beit eddies are quasi-barotropic in their decaying stage.
On the other hand, other nonlinear interactions, like
those between, or in between, the heating-induced and
transient-induced perturbations discussed in PRL03,
may also be important in generating the sign nonlinear-
ity in the AGCM response.

Because the mechanism for nonlinearity in the BVM,
the self-advection of the response to anomalous forc-
ing, does not depend on the SST anomaly, such non-
linearity should also be present in the intrinsic variabil-

ity of the AGCM. Whether this is true in the present
AGCM is addressed by comparing the composite 500-
hPa height anomalies in the AGCM control runs when
the transient forcing in the exit of the Atlantic jet is
strongly negative or positive. Monthly 300-hPa stream-
function tendencies due to transient eddies at 40°N,
40°W with values, normalized by the standard devia-
tions for that calendar month, greater than 0.65 (less
than �0.65) make up the anomalous transient-eddy-
forcing cases. Forty negative (76 positive) anomalous
months are found among the 300 February–April
months in the 100 control runs. Figure 10 shows the
composite 500-hPa heights. These composites largely
resemble the BVM response to idealized negative/
positive transient forcing (cf. Fig. 10 with Figs. 9a–c)
and also the AGCM response to the positive/negative
SSTA (cf. Fig. 10 with Figs. 1a,e and 2d). The magni-
tude of the nonlinear component is also about one-third
of the linear. This suggests that the nonlinear response
to the SSTA may in part be attributed to the advection
of the perturbation response by the perturbation flow
induced by a positive or negative vorticity anomaly in
the jet exit, which is, in turn, a response to eddy forcing.
In Fig. 10a, the cyclonic flow resulting from positive
vorticity (negative streamfunction) forcing distorts a
classic Rossby wave train response in the sense of
sweeping the first downstream positive streamfunction
anomaly to the north of the forcing region, yielding a
meridional dipole. Conversely, in Fig. 10b the anticy-
clonic flow resulting from negative vorticity (positive
streamfunction) forcing carries the first downstream
negative streamfunction anomaly to the east of the
forcing region, and the resulting downstream wave
train propagates into the Tropics.

5. Summary and discussions

Previous model experiments, in which the NCEP
AGCM for seasonal prediction was forced by a tropical
Atlantic SST anomaly, yielded a response that pro-
jected strongly on the North Atlantic Oscillation. The
characteristic meridional dipole of the NAO, however,
was a response to the positive SST anomaly, which pro-
duced a negative NAO. On the other hand, a negative
SST anomaly produced a positive geopotential anomaly

TABLE 1. Area-mean perturbation vorticity tendency diagnosed from the LBM dipolar response in Fig. 8a when the forcing is
prescribed centering at 40°N, 40°W. Unit: 10�11 S�2.

�u
���

�x
�	

���

�y
�u�

��

�x
�	�

��� � f�

�y

Northern lobe (50°–70°N, 40°W–0°) �0.24 0.34 �0.64 0.04
Southern lobe (30°–50°N, 60°–10°W) �1.07 1.38 �0.76 0.41

FIG. 8. (a) Combined plot of the LBM 500-hPa height response.
(Thick solid for positive value and dotted line for negative value.
Only displayed are the contours �15, �10, 10, 15, and 20. Unit:
gpm. Also see Fig. 7e.) The transient forcing (shading, also see
Fig. 6c), and the 300-hPa background absolute vorticity (thin
dashed line, contour interval: 1.0 � 10�5 S�1) when the forcing is
prescribed centering at 40°N, 40°W. (b) Schematic diagram for the
dipolar response to a transient forcing around the jet exit sector.
Thick solid line: background absolute vorticity. Thin solid line:
geopotential height response with “L” to represent a low and “H”
a high. Elliptical shading marked by “F” represents the transient-
eddy forcing.
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in the southern center of action of the NAO, but little
response in the northern center of action. Instead, the
downstream response was a stationary Rossby wave
train propagating to the east. The response to a tropical
SSTA could thus be separated into a notionally linear
response, computed as the difference between the re-
sponses to positive and negative SSTA, and a notion-
ally nonlinear response, computed from the average of
the responses to the positive and negative SSTA. Here
we explore the dynamics of these linear and nonlinear
responses.

Using a linear baroclinic model, we find, consistent
with results for midlatitude SSTA and for SSTA asso-
ciated with ENSO, that the extratropical responses are
dominated by the responses to transient-eddy forcing.
In particular, the NAO response results from transient-
eddy forcing centered in the jet exit. Experiments in
which an idealized forcing is applied at many different

locations indicate that this is a preferred location for
inducing the NAO meridional dipole. The induction of
a meridional dipole from forcing in this location de-
pends on the structure of the basic-state flow, namely,
the presence of a significant zonal component in the
gradient of absolute vorticity. Results from a statistical
storm-track model indicate that eddy forcing in this lo-
cation results when the basic state is perturbed by the
linear response to tropical heating. Thus, these results
support the eddy feedback mechanism proposed by
Peng and Whitaker (1999) to explain the atmospheric
response to an SSTA in the extratropical North Pacific.

A possible dynamical origin of the nonlinear compo-
nent of the response is explored by forcing a nonlinear
barotropic model with an initial heating-induced tran-
sient-eddy forcing. Results from this model suggest that
the asymmetry in the response to positive and negative
SST anomalies may, in part, result from the self-

FIG. 9. Comparison of BVM geopotential height response to a transient forcing with different
strength. The forcing is extracted from the initial heating-induced transient forcing in Fig. 4c and
converted into vorticity tendency. (a) For an amplified forcing by a factor 8. (b) Same as in (a), but with
the forcing sign reversed. (c) Antisymmetric component in (a) and (b) estimated by one-half of their
sum. (d)–(f) Same as in (a)–(c), but for the original extracted forcing. Unit: gpm. The BVM is applied
at 300 hPa. “Pos” and “Neg” indicate that the maximum vorticity forcing is positive and negative, which
corresponds to the original and sign-reversed pattern in Fig. 4c, respectively.
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advection of the perturbation induced by transient-
eddy forcing, especially, once again, when the forcing is
centered in the jet exit. This appears to be consistent
with the nonlinearity in the response to the intrinsic
model variability forced by internally generated vari-
ability in the transient-eddy forcing in this key region.
We note, however, that the sign nonlinearity in BVM is
significant only when the transient forcing is substan-
tially enhanced, and we suspect that other nonlinear
mechanisms may also be at work in the asymmetric
GCM response, such as those discussed in PRL03.

The mechanisms that produce the linear and nonlin-
ear responses to a tropical Atlantic SST considered
here can be summarized as follows. First, the tropical
Atlantic SSTA induces anomalous heating over the
SSTA. This heating is nearly symmetric with respect to
the sign of SSTA. The heating anomaly induces a
Rossby wave train that propagates from the Tropics
and across the North Atlantic to Europe. This anoma-
lous flow perturbs the storm track and results in anoma-
lous transient-eddy forcing that is strongest in the jet
exit. This anomalous transient-eddy forcing acts lin-
early on the time-mean flow to induce an NAO-like
meridional dipole. When the nonlinearity of this re-
sponse is included, the symmetry of the linear dipole is
broken by the self-advection of the perturbation re-
sponse. The dynamics of both the linear and nonlinear
responses are general in that they should apply to other
perturbation that induces flow anomalies in the extra-
tropical storm tracks.

One may question whether this sequence of mecha-
nisms can actually operate within the course of a winter
season. In the atmosphere, it takes about one week to
establish a steady heating anomaly for a fixed tropical
SSTA. As discussed in Jin and Hoskins (1995), the ex-
tratropical direct linear response to a tropical forcing
develops fully in about two weeks. The time scale for
establishing the tropical and middle-latitude patterns is
about one week and that for the higher-latitude pattern
is less than one additional week. Therefore, it takes
about one month or slightly longer to establish a stable
extratropical response to a tropical SSTA. Since the
dynamics for sign nonlinearity are associated with the
self-interaction of quasi-stationary perturbations in-
duced by heating or transient forcing, the nonlinear
response should develop primarily within the last two
weeks of this period. For a strong tropical Atlantic
SSTA, there is sufficient time in a winter season for a
fully developed sign-asymmetric circulation anomaly to
develop. The above processes include only the interac-
tions between synoptic-scale eddies and quasi-
stationary time-mean flow. The role of eddies with time
scales greater than the synoptic but less than one sea-
son, and how such eddies interact with synoptic eddies
and the time-mean flow, is not addressed and needs to
be studied.

Is a similar sign asymmetry present in the observed
responses to tropical Atlantic SSTA? In view of the
lead–lag relationship between the fall SSTA pattern
and the winter NAO in CF02, observational composite
analyses are performed for the months in October–
December when the tropical Atlantic SSTA has a posi-
tive or negative projection on the tropical component

FIG. 10. Composite of 500-hPa geopotential height anomaly for
the months in February–April when the transient forcing anomaly
around the Atlantic jet exit (40°N, 40°W) is strongly (a) negative
and (b) positive in the control runs. (c) The antisymmetric com-
ponent between (a) and (b). Unit: gpm. Shading is significant at
the level of 95%.
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of the Pan-Atlantic SST pattern. Monthly mean geopo-
tential heights from the NCEP–National Center for At-
mospheric Research NCAR) reanalysis (Kalnay et al.
1996) and the Global Ice and Sea Surface Temperature
dataset (GISST; Rayner et al. 1996) in 1948–99 are
used. As in CF02, a filter is applied to these two
datasets to remove the trends and the low frequencies
(interannual to decadal time scales). Because there are
few months when the tropical Atlantic SSTA reaches
1.2°C, the amplitude of the SSTA used in the AGCM
(Fig. 1d), the results are not readily comparable to the
AGCM simulations. Since the sign asymmetry is negli-
gible for a weak forcing but increases along with the
forcing strength, the composite circulation anomalies
for the positive and negative SSTA months with vary-
ing strengths may reveal sign asymmetry. From Fig. 11,
for the SSTA amplitude of about 0.6°C (Figs. 11a,b),
the composite 500-hPa height anomaly exhibits a sign

asymmetry to some extent, which is seen from the dif-
fering orientation of the dipole axis (Figs. 11c,d). For a
weaker SSTA, the composite anomaly projects on the
NAO, more resembles the linear response in the
AGCM (cf. Figs. 11e,f with Fig. 2a), and is largely linear
about the SSTA sign. Thus, there is some evidence that
the sign asymmetry exists in observations when the
tropical Atlantic SSTA is sufficiently strong.
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FIG. 11. Composite (a), (b) SSTA (unit: °C) and (c), (d) 500-hPa geopotential heights (unit: m) for the
53 positive and 49 negative SSTA months within October to December through 1948–99 when the
normalized SSTA projection coefficients on the tropical component of the Pan-Atlantic pattern are
greater than 0.5 or less than �0.5. (e), (f) Same as in (c), (d), but for the 63 positive and 61 negative
SSTA months when the normalized projection coefficients are greater than 0.3 or less than �0.3. The
thick solid line in (c)–(f) is the axis line of the height dipole for comparison. Shading in (c)–(f) is
significant at the level of 90%.
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